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#### Abstract

A method is provided for constructing uppertriangular square matrices over the univariate polynomial ring over a finite field, under certain constraints on the eigenvalues of the matrices. In some cases of interest, the degree of the determinant of such matrices is shown to be the smallest possible. The method is then applied to construct generator polynomial matrices of quasi-cyclic codes for correcting phased burst errors. Finally, an interpolation-based list decoding algorithm is presented for these codes, which, for a wide range of code parameters, is shown to outperform existing list decoding schemes.
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## I. Introduction

In [19], Semenov and Trifonov presented a counterpart of the BCH bound for quasi-cyclic codes. Generalizations to (an analog of) the Hartmann-Tzeng bound for quasi-cyclic codes have since been presented in [22].

Motivated by those results, we consider here the problem of synthesizing upper-triangular square matrices over the univariate polynomial ring over a finite field, under certain constraints on their eigenvalues. Using the BCH -like bound of [19], we then illustrate how our synthesis method can be used to construct quasi-cyclic codes with prescribed error correction capabilities. We also present an interpolation-based list decoding algorithm for them.

Our formulation of the matrix synthesis problem, which could be of independent interest, is presented below. Hereafter, for integers $a \leq b$, we denote by $[a: b]$ the integer set $\{a, a+1, a+2, \ldots, b\}$, with $[b]$ being a shorthand notation for [1:b].

Let $F=\operatorname{GF}(q)$ and $\Phi=\operatorname{GF}\left(q^{h}\right)$, and fix $\Gamma$ to be a subset of $\Phi$. Also, fix $\ell$ to be an integer in $[h]$. Given the quadruple $(F, \Phi, \Gamma, \ell)$, we are interested in constructing an $\ell \times \ell$ matrix $\boldsymbol{G}(x)=\left(g_{i, j}(x)\right)_{i, j=1}^{\ell}$ over $F[x]$ with the following properties.
(P1) $\boldsymbol{G}(x)=\left(g_{i, j}(x)\right)_{i, j=1}^{\ell}$ is upper-triangular, i.e., $g_{i, j}(x)=$ 0 for $i>j$.

[^0](P2) $g_{i, i}(x) \neq 0$, for every $i \in[\ell]$.
(P3) There exists a column vector $\boldsymbol{v} \in \Phi^{\ell}$ whose entries are linearly independent over $F$, such that for every $\beta \in \Gamma$,
$$
\boldsymbol{G}(\beta) \boldsymbol{v}=\mathbf{0}
$$

The elements of $\Gamma$ will be referred to as the (designed) eigenvalues of $\boldsymbol{G}(x)$ [4, Ch. 1], and the vector $\boldsymbol{v}$ in (P3) will be called the common eigenvector. Note that the eigenvalues are roots of the polynomial $\operatorname{det}(\boldsymbol{G}(x))=\prod_{i \in[\ell]} g_{i, i}(x)(\in F[x])$.

The degree of the polynomial $\operatorname{det}(\boldsymbol{G}(x))$ will be (sloppily) referred to as the degree of $\boldsymbol{G}(x)$ and will be denoted by $\operatorname{deg} \boldsymbol{G}(x) ;$ clearly, $\operatorname{deg} \boldsymbol{G}(x)=\sum_{i \in[\ell]} \operatorname{deg} g_{i, i}(x)$.

Next we state our synthesis problem.
Problem 1. Given $(F, \Phi, \Gamma, \ell)$, find an $\ell \times \ell$ matrix $\boldsymbol{G}(x)$ over $F[x]$ with the smallest degree, among all matrices that satisfy properties (P1)-(P3).

The rest of this work is organized as follows. We start by presenting in Section II the relation of Problem 1 to the design of quasi-cyclic codes. Then, in Section III, we present lower bounds on the degree of matrices $\boldsymbol{G}(x)$ that satisfy properties (P1)-(P3), and in Section IV, we present a method for constructing such matrices, which, in certain cases of interest, attain those bounds (thereby solving Problem 1 for those cases). In Section V, we turn back to quasi-cyclic codes and illustrate an application of our method to the design of such codes. Finally in Section VI, we present a list decoding algorithm for correcting phased burst errors while using our codes, and we demonstrate that, for a wide range of code parameters, our codes outperform existing list decoding schemes.

## II. Application to Quasi-CyCLIC codes

A quasi-cyclic $[\ell \times n, k]$ code (or an $\ell$-quasi-cyclic $[\ell n, k]$ code) over $F=\mathrm{GF}(q)$ is a linear $[\ell n, k]$ code $\mathbb{C}$ over $F$ with the additional property that when the entries in a codeword are arranged (in a prescribed order) to form an $\ell \times n$ array over $F$, then re-ordering of the columns through a cyclic shift results in another codeword of $\mathbb{C}$. If we represent each row in a codeword array as a polynomial in the set $F_{n}[x]$ of all polynomials of degree less than $n$ over $F$, then the code $\mathbb{C}$ can be written as (see [11]):

$$
\begin{aligned}
& \mathbb{C}=\left\{\boldsymbol{c}(x) \in\left(F_{n}[x]\right)^{\ell}:\right. \\
& \boldsymbol{c}(x)=\boldsymbol{u}(x) \boldsymbol{G}(x) \operatorname{MOD}\left(\left(x^{n}-1\right) \cdot \mathbf{1}\right) \\
& \text { for some } \left.\boldsymbol{u}(x) \in(F[x])^{\ell}\right\}
\end{aligned}
$$

where 1 is the all-1 row vector in $F^{\ell}$, the operation "MOD" stands for taking the remainder component-by-component, and
$\boldsymbol{G}(x)=\left(g_{i, j}(x)\right)_{i, j=1}^{\ell}$ is an $\ell \times \ell$ generator polynomial matrix over $F[x] .{ }^{1}$ As shown in [11], there is always such a generator polynomial matrix $\boldsymbol{G}(x)$ for $\mathbb{C}$ that satisfies properties (P1)(P2); in fact, it satisfies the following stronger property (which implies (P1)-(P2)).
(P4) There exists an upper-triangular $\ell \times \ell$ matrix $\boldsymbol{H}(x)$ over $F[x]$ such that, over $F[x]$,

$$
\boldsymbol{H}(x) \boldsymbol{G}(x)=\left(x^{n}-1\right) \cdot \boldsymbol{I}_{\ell}
$$

(where $I_{\ell}$ is the identity matrix of order $\ell$ ). In particular, $g_{i, i}(x)$ divides $x^{n}-1$, for every $i \in[\ell]$.
When $\boldsymbol{G}(x)$ is such a generator polynomial matrix, the redundancy of $\mathbb{C}$, as a linear code over $F$, equals $\operatorname{deg} \boldsymbol{G}(x)$, namely, the dimension is ${ }^{2}$

$$
\begin{equation*}
k=\ell n-\operatorname{deg} \boldsymbol{G}(x) . \tag{1}
\end{equation*}
$$

Conversely, if $\boldsymbol{G}(x)$ is an $\ell \times \ell$ matrix over $F[x]$ that satisfies property ( P 4 ), then it generates a quasi-cyclic $[\ell \times n, k]$ code over $F$.

For systematic encoding of generalized quasi-cyclic codes (which include $\ell$-quasi-cyclic codes as a special case), see [14, Section 2.5] and references therein.

Proposition 1 below is (a modified version of) the BCHlike bound of [19]. In our setting, the minimum (Hamming) distance of a quasi-cyclic $[\ell \times n, k]$ code $\mathbb{C}$ over $F$ is measured in symbols of $F^{\ell}$; namely, we regard $\mathbb{C}$ as having length $n$ over $F^{\ell}$, and the minimum distance is then the smallest number of nonzero columns in any nonzero $\ell \times n$ array of $\mathbb{C}$. ${ }^{3}$ This definition of minimum distance determines the correction capability of $\mathbb{C}$ when handling $\ell$-phased burst errors, i.e., bursts of length $\ell$ (or less) that are aligned with the columns of the transmitted $\ell \times n$ array.
Proposition 1. Let $\mathbb{C}$ be a quasi-cyclic $[\ell \times n, k]$ code over $F=\mathrm{GF}(q)$ where $\operatorname{gcd}(n, q)=1$, and let $\boldsymbol{G}(x)$ be a generator polynomial matrix of $\mathbb{C}$ that satisfies property (P4). Suppose, in addition, that $\boldsymbol{G}(x)$ satisfies property (P3) with respect to the set

$$
\begin{equation*}
\Gamma=\Gamma_{\alpha, b, d}=\left\{\alpha^{b}, \alpha^{b+1}, \ldots, \alpha^{b+d-2}\right\} \tag{2}
\end{equation*}
$$

where $d \in \mathbb{Z}^{+}, b \in \mathbb{Z}$, and $\alpha$ is a primitive nth root of unity in the splitting field, $\Phi=\mathrm{GF}\left(q^{h}\right)$, of $x^{n}-1$. Then the minimum distance of $\mathbb{C}\left(\right.$ over $\left.F^{\ell}\right)$ is at least $d$.

Proposition 1 follows essentially from [19] (for completeness, we will include a proof based on Proposition 2 below). Proposition 1 can serve as a design tool for quasi-cyclic codes. ${ }^{4}$ Specifically, we seek a generator polynomial matrix

[^1]$\boldsymbol{G}(x)$ that satisfies properties (P3)-(P4) for $\Gamma=\Gamma_{\alpha, b, d}$, thereby guaranteeing a minimum distance (over $F^{\ell}$ ) of at least $d$; and, by (1), we would like $\operatorname{deg} \boldsymbol{G}(x)$ to be as small as possible.

In fact, when $\operatorname{deg} \boldsymbol{G}(x)$ is the smallest, the respective quasi-cyclic code is a subspace subcode of a Reed-Solomon code [7]. We state this in the next proposition.
Proposition 2. Let $F, n, d, b, h, \Phi$, and $\alpha$ be as in Proposition 1 and let $\mathrm{C}_{\mathrm{RS}}$ be the $[n, n-d+1, d]$ Reed-Solomon code $C_{R S}$ over $\Phi$ whose set of roots is given by $\Gamma_{\alpha, b, d}$ as defined by (2). Given $\ell \in[h]$ and a column vector $\boldsymbol{v} \in \Phi^{\ell}$ whose entries are linearly independent over $F$, define the code $\mathbb{C}$ by

$$
\begin{equation*}
\mathbb{C}=\mathbb{C}_{\mathrm{RS}}(\boldsymbol{v})=\left\{\boldsymbol{c}(x) \in\left(F_{n}[x]\right)^{\ell}: \boldsymbol{c}(x) \cdot \boldsymbol{v} \in \mathrm{C}_{\mathrm{RS}}\right\} \tag{3}
\end{equation*}
$$

Then $\mathbb{C}$ is a quasi-cyclic $[\ell \times n, k]$ code over $F$ which is generated by a polynomial matrix that has the smallest degree among all polynomial matrices that satisfy properties (P3)(P4) with respect to the set $\Gamma_{\alpha, b, d}$ and the common eigenvector $v$.
Proof. Since $C_{R S}$ is cyclic over $\Phi$, the code $\mathbb{C}$ is quasi-cyclic over $F$. Let $\boldsymbol{G}(x)$ be a generator polynomial matrix of $\mathbb{C}$ that satisfies property (P4). For every $\boldsymbol{u}(x) \in(F[x])^{\ell}$ we have

$$
\boldsymbol{u}(x) \boldsymbol{G}(x) \operatorname{MOD}\left(\left(x^{n}-1\right) \cdot \mathbf{1}\right) \in \mathbb{C}
$$

and, so,

$$
\boldsymbol{u}(x) \boldsymbol{G}(x) \boldsymbol{v} \operatorname{MOD}\left(x^{n}-1\right) \in \mathrm{C}_{\mathrm{RS}}
$$

It follows that for every $\boldsymbol{u}(x) \in(F[x])^{\ell}$ and $\beta \in \Gamma_{\alpha, b, d}$ :

$$
\boldsymbol{u}(\beta) \boldsymbol{G}(\beta) \boldsymbol{v}=0
$$

which implies that $\boldsymbol{G}(\beta) \boldsymbol{v}=\mathbf{0}$ for every $\beta \in \Gamma_{\alpha, b, d}$, i.e., $\boldsymbol{G}(x)$ satisfies property $(\mathrm{P} 3)$ with respect to $\Gamma_{\alpha, b, d}$ and $\boldsymbol{v}$.

Turning now to showing the minimality of $\operatorname{deg} \boldsymbol{G}(x)$, let $G^{\prime}(x)$ be an $\ell \times \ell$ polynomial matrix that satisfies properties (P3)-(P4) with respect to $\Gamma_{\alpha, b, d}$ and $\boldsymbol{v}$, and let $\mathbb{C}^{\prime}$ be the quasi-cyclic $\left[\ell \times n, k^{\prime}\right]$ code over $F$ that is generated by $\boldsymbol{G}^{\prime}(x)$. We show that $\mathbb{C}^{\prime} \subseteq \mathbb{C}$.

Let $\boldsymbol{c}(x) \in\left(F_{n}[x]\right)^{\ell}$ be a codeword of $\mathbb{C}^{\prime}$. Then, for some $\boldsymbol{u}(x) \in(F[x])^{\ell}$,

$$
\boldsymbol{c}(x)=\boldsymbol{u}(x) \boldsymbol{G}^{\prime}(x) \operatorname{MOD}\left(\left(x^{n}-1\right) \cdot \mathbf{1}\right)
$$

and, so,

$$
\boldsymbol{c}(\beta)=\boldsymbol{u}(\beta) \boldsymbol{G}^{\prime}(\beta), \quad \text { for every } \beta \in \Gamma_{\alpha, b, d}
$$

Hence,

$$
\boldsymbol{c}(\beta) \cdot \boldsymbol{v}=\boldsymbol{u}(\beta) \boldsymbol{G}^{\prime}(\beta) \boldsymbol{v}=0, \quad \text { for every } \beta \in \Gamma_{\alpha, b, d}
$$

namely, $\boldsymbol{c}(x) \cdot \boldsymbol{v} \in \mathrm{C}_{\mathrm{RS}}$. We conclude that $\boldsymbol{c}(x)$ must be a codeword of $\mathbb{C}$.
Proof of Proposition 1. Let $v$ be a common eigenvector of $\boldsymbol{G}(x)$ with respect to the set $\Gamma_{\alpha, b, d}$. Then $\mathbb{C}$ plays the role of $\mathbb{C}^{\prime}$ in the last proof and is therefore a subcode of the code $\mathbb{C}_{\mathrm{RS}}(\boldsymbol{v})$ defined in (3). The code $\mathbb{C}_{\mathrm{RS}}(\boldsymbol{v})$, in turn, is a subspace subcode of a Reed-Solomon code with minimum distance $d$, thereby yielding the result.

In view of the connection with subspace subcodes of ReedSolomon codes, the lower bounds on $\operatorname{deg} \boldsymbol{G}(x)$ that we present in the next section are related in part to Theorem 4.4 in [7] (and Proposition 3 below can also be proved using that theorem). The paper [7], however, does not present a general strategy for obtaining constructions that attain those bounds.

## III. LOWER BOUNDS ON THE DEGREE

Let $F, \Phi, \Gamma$, and $\ell$ be as in Section I, and let $\boldsymbol{G}(x)$ satisfy properties (P1)-(P3) therein. We obtain here lower bounds on $\operatorname{deg} \boldsymbol{G}(x)$, which apply when $\ell=h$ or when $\Gamma$ has a certain structure which will be of interest (e.g., for our quasi-cyclic application).

Let $\mathcal{P}=\mathcal{P}(\Gamma)=\left\{\pi_{1}, \pi_{2}, \ldots\right\}$ be a partition of $\Gamma$, such that any two elements $\beta, \gamma \in \Gamma$ are in the same subset $\pi \in \mathcal{P}$, if and only if they are conjugate with respect to $F$ (namely, $\gamma=\beta^{q^{j}}$ for some $\left.j \in \mathbb{Z}^{+}\right)$. For each $\pi \in \mathcal{P}$, let $M_{\pi}(x)$ be the minimal polynomial (with respect to $F$ ) of the elements of $\pi$ and let $m_{\pi}=\operatorname{deg} M_{\pi}(x)$ (thus, $\left.|\pi| \leq m_{\pi}\right)$.

We prove in this section the next two propositions. Hereafter, a sum (respectively, product) over an empty set is defined as 0 (respectively, 1 ).

Proposition 3. When $\ell=h$,

$$
\operatorname{deg} \boldsymbol{G}(x) \geq|\Gamma| \cdot h
$$

Proposition 4. For each $\pi \in \mathcal{P}$, let $\rho_{\pi}$ be the largest integer (possibly $\infty$ ) such that, for some $\beta_{\pi} \in \pi$,

$$
\beta_{\pi}^{q^{j}} \in \pi \quad \text { for } \quad 0 \leq j<\rho_{\pi}
$$

Then,

$$
\begin{align*}
\operatorname{deg} \boldsymbol{G}(x) & \geq \sum_{\pi \in \mathcal{P}} \min \left(\ell, \rho_{\pi}\right) \cdot m_{\pi}  \tag{4}\\
& =\left(\ell \cdot \sum_{\pi: \rho_{\pi} \geq \ell} m_{\pi}\right)+\sum_{\pi: \rho_{\pi}<\ell} \rho_{\pi} \cdot m_{\pi} . \tag{5}
\end{align*}
$$

Remark 1. The first term in (5) suggests that a minimumdegree matrix $\boldsymbol{G}(x)$ can be obtained by

$$
\boldsymbol{G}(x)=\left(\prod_{\pi: \rho_{\pi} \geq \ell} M_{\pi}(x)\right) \cdot \boldsymbol{G}^{*}(x)
$$

where $G^{*}(x)$ is an $\ell \times \ell$ minimum-degree matrix for the set $\Gamma^{*}=\cup_{\pi}: \rho_{\pi}<\ell \pi$.

The proofs of both propositions make use of the following lemma.

Lemma 5. Let $\pi \in \mathcal{P}$ and let $J \subseteq[0: h-1]$ be of size $|J| \leq \ell$ such that, for some $\beta \in \pi$,

$$
\begin{equation*}
\left\{\gamma: \gamma=\beta^{q^{j}} \text { for some } j \in J\right\} \subseteq \pi \text {. } \tag{6}
\end{equation*}
$$

Then

$$
\left(M_{\pi}(x)\right)^{|J|} \mid \operatorname{det}(\boldsymbol{G}(x))
$$

when either $\ell=h$ or $J=[0:|J|-1]$.
Remark 2. A given element $\gamma$ in (6) may correspond to more than one $j \in J$. For example, we may have $\pi=\{1\}, \beta=1$, and $J=[0: \ell-1]$.

Proof of Lemma 5. By properly selecting $\beta$, we can assume without loss of generality that $0 \in J$. Let $\boldsymbol{v}=\left(v_{1} v_{2} \ldots v_{\ell}\right)^{T}$ be a common eigenvector as in property (P3). For $j \in J$, define

$$
\boldsymbol{v}_{j}=\left(\begin{array}{llll}
v_{1}^{q^{h-j}} & v_{2}^{q^{h-j}} \ldots v_{\ell}^{q^{h-j}}
\end{array}\right)^{T}
$$

(where $\boldsymbol{v}_{0}=\boldsymbol{v}$ ). From the definition of a common eigenvector, we have

$$
\boldsymbol{G}\left(\beta^{q^{j}}\right) \boldsymbol{v}=\mathbf{0}, \quad j \in J
$$

and, raising to the $q^{h-j}$ th power, we get

$$
\begin{equation*}
\boldsymbol{G}(\beta) \boldsymbol{v}_{j}=\mathbf{0}, \quad j \in J . \tag{7}
\end{equation*}
$$

Now, when $\ell=h$ or when $J=[0:|J|-1]$, the $\ell \times|J|$ matrix

$$
\left(\boldsymbol{v}_{1}\left|\boldsymbol{v}_{2}\right| \ldots \mid \boldsymbol{v}_{|J|}\right)=\left(v_{i}^{q^{h-j}}\right)_{i \in[\ell], j \in J}
$$

has full rank, $|J|(\leq \ell)$, over $\Phi$ [13, pp. 109-110], i.e., the set $\left\{\boldsymbol{v}_{j}\right\}_{j \in J}$ spans a linear space of dimension $|J|$ over $\Phi$. It follows from (7) that $\operatorname{rank}(\boldsymbol{G}(\beta)) \leq \ell-|J|$, i.e., there must be at least $|J|$ indexes $i \in[\ell]$ for which $g_{i, i}(\beta)=0$. It follows that $(x-\beta)^{|J|}$ divides $\operatorname{det}(\boldsymbol{G}(x))=\prod_{i \in[\ell]} g_{i, i}(x)$, and, since $\boldsymbol{G}(x)$ is over $F[x]$, we have closure under conjugacy, namely, $\left(M_{\pi}(x)\right)^{|J|} \mid \operatorname{det}(\boldsymbol{G}(x))$.

Proof of Proposition 3. For each $\pi \in \mathcal{P}$, let $J_{\pi}$ be a largest subset of $[0: h-1]$ such that, for some $\beta_{\pi} \in \pi$,

$$
\beta_{\pi}^{q^{j}} \in \pi \quad \text { if and only if } \quad j \in J_{\pi}
$$

By Lemma 5,

$$
\begin{equation*}
\prod_{\pi \in \mathcal{P}}\left(M_{\pi}(x)\right)^{\left|J_{\pi}\right|} \mid \operatorname{det}(\boldsymbol{G}(x)) \tag{8}
\end{equation*}
$$

Noting that $\left|J_{\pi}\right|=|\pi| \cdot h / m_{\pi}$, we get that $\operatorname{deg} \boldsymbol{G}(x) \geq$ $\sum_{\pi \in \mathcal{P}}\left|J_{\pi}\right| \cdot m_{\pi}=|\Gamma| \cdot h$.
Proof of Proposition 4. By Lemma 5, Eq. (8) holds when we take $J_{\pi}$ to be the set $\left[0: \min \left(\ell, \rho_{\pi}\right)-1\right]$, for every $\pi \in \mathcal{P}$.

The sets $J_{\pi}$ in the proof of Proposition 4 are very structured. One may wonder if the bound (4) continues to hold if each $\rho_{\pi}$ therein is replaced by $\left|J_{\pi}\right|$, where $J_{\pi}$ is an arbitrary subset of $[0: h-1]$ such that $\beta_{\pi}^{q^{3}} \in \pi$ for some $\beta_{\pi} \in \Phi$ and every $j \in J_{\pi}$. The answer is generally false, as demonstrated by a counterexample in Appendix B.

## IV. Construction

Let $F, \Phi, \Gamma$, and $\ell$ be as in Section I. We show a construction of an $\ell \times \ell$ matrix $\boldsymbol{G}(x)$ over $F[x]$ that satisfies properties (P1)-(P3). In certain cases, the degree of $\boldsymbol{G}(x)$ will reach the lower bound of Proposition 4, thereby solving Problem 1 for those cases.
For our construction, we fix $m \geq \ell$ to be a divisor of $h$ (e.g., $m=h$ ) and $\gamma_{0}$ to be a proper element of $\operatorname{GF}\left(q^{m}\right)$ (i.e., $\gamma_{0}$ does not belong to any proper subfield of $\mathrm{GF}\left(q^{m}\right)$ ).

We use the notation $\mathcal{P}, M_{\pi}(x)$, and $m_{\pi}$, for $\pi \in \mathcal{P}$, as in Section III. We define the set $\mathcal{P}^{*} \subseteq \mathcal{P}$ by

$$
\mathcal{P}^{*}=\mathcal{P}^{*}(m)=\left\{\pi \in \mathcal{P}:|\pi|<\ell \text { and } m \mid m_{\pi}\right\} .
$$

Our construction will be of the form

$$
\begin{equation*}
\boldsymbol{G}(x)=\left(\prod_{\pi \in \mathcal{P} \backslash \mathcal{P}^{*}} M_{\pi}(x)\right) \cdot \boldsymbol{G}^{*}(x) \tag{9}
\end{equation*}
$$

where $G^{*}(x)$ is an $\ell \times \ell$ matrix that satisfies properties (P1)(P3) with respect to the set $\Gamma^{*}=\cup_{\pi \in \mathcal{P} *} \pi$ (compare with Remark 1).

For $1 \leq s<i \leq \ell$, define the sets

$$
\mathcal{P}_{i, s}=\mathcal{P}_{i, s}(m)=\left\{\pi \in \mathcal{P}^{*}: s \leq|\pi|<i\right\}
$$

and let $\Gamma_{i}^{*}=\cup_{\pi \in \mathcal{P}_{i, 1}} \pi$; i.e., $\Gamma_{i}^{*}$ consists of all elements in $\Gamma$ that belong to partition elements $\pi \in \mathcal{P}^{*}$ of size less than $i$ (thus, $\Gamma_{1}^{*}=\emptyset$ ).

As a first step in our construction of $G^{*}(x)$, we construct for each $i \in[\ell]$ a bivariate polynomial $B_{i}(x, y) \in F[x, y]$ of $y$-degree less than $i$, with the property that

$$
B_{i}\left(\beta, \gamma_{0}^{-1}\right)=0, \quad \text { for every } \beta \in \Gamma_{i}^{*}
$$

To this end, we assume some ordering on the elements of each $\pi \in \mathcal{P}^{*}$ :

$$
\pi=\left\{\beta_{\pi, 1}, \beta_{\pi, 2}, \ldots, \beta_{\pi,|\pi|}\right\}
$$

Next, for $1 \leq s<i \leq \ell$, we define the following polynomials $p_{i, s}(x) \in F[x]:$

$$
p_{i, s}(x)=\sum_{\pi \in \mathcal{P}_{i, s}} a_{i, \pi, s}(x) \cdot \prod_{\pi^{\prime} \in \mathcal{P}_{i, s} \backslash\{\pi\}} M_{\pi^{\prime}}(x),
$$

where $a_{i, \pi, s}(x)$ is the unique polynomial in $F_{m_{\pi}}[x]$ such that

$$
a_{i, \pi, s}\left(\beta_{\pi, s}\right)=\gamma_{0} \cdot\left(\prod_{\pi^{\prime} \in \mathcal{P}_{i, s} \backslash\{\pi\}} M_{\pi^{\prime}}\left(\beta_{\pi, s}\right)\right)^{-1}
$$

Note that for every $\pi \in \mathcal{P}^{*}$ and $s \in[|\pi|]$, both $\gamma_{0}$ and $\beta_{\pi, s}$ are elements of $\operatorname{GF}\left(q^{m_{\pi}}\right)$, with $\beta_{\pi, s}$ being a proper element of this field; hence, $a_{i, \pi, s}(x)$ is well defined.

The following lemma is immediate.
Lemma 6. For $1 \leq s<i \leq \ell$ and $\pi \in \mathcal{P}_{i, s}$,

$$
p_{i, s}\left(\beta_{\pi, s}\right)=\gamma_{0}
$$

The sought bivariate polynomial $B_{i}(x, y) \in F[x, y]$ is now defined for each $i \in[\ell]$ by

$$
B_{i}(x, y)=\prod_{s=1}^{i-1}\left(1-p_{i, s}(x) y\right)
$$

where $B_{1}(x, y) \equiv 1$. We have the following lemma.
Lemma 7. For $i \in[2: \ell]$ and every $\beta \in \Gamma_{i}^{*}$,

$$
B_{i}\left(\beta, \gamma_{0}^{-1}\right)=0
$$

Proof. Given $\beta \in \Gamma_{i}^{*}$, let $\pi$ be the unique subset in $\mathcal{P}_{i, 1}$ that contains $\beta$; then $\beta=\beta_{\pi, s}$ for some $s \leq|\pi|<i$, and for this $s$ we have by Lemma 6 that $p_{i, s}(\beta)=\gamma_{0}$. It follows that

$$
B_{i}\left(\beta, \gamma_{0}^{-1}\right)=\prod_{s=1}^{i-1}\left(1-p_{i, s}(\beta) \gamma_{0}^{-1}\right)=0
$$

as claimed.

Our construction of the polynomial matrix $G^{*}(x)$ in (9) is iterative. For each $i \in[\ell]$, we construct an $i \times i$ matrix $\boldsymbol{G}_{i}(x)$ over $F[x]$, as follows:

$$
\boldsymbol{G}_{i}(x)=\left(\begin{array}{cccc}
B_{i, 0}(x) & B_{i, 1}(x) & B_{i, 2}(x) & \ldots  \tag{10}\\
0 & & B_{i, i-1}(x) \\
\vdots & \left(\prod_{\pi \in \mathcal{P}_{i, i-1}} M_{\pi}(x)\right) \cdot \boldsymbol{G}_{i-1}(x) \\
0 &
\end{array}\right)
$$

where $\boldsymbol{G}_{0}(x)$ is the "empty" $(0 \times 0)$ matrix and

$$
B_{i, 0}(x), B_{i, 1}(x), \ldots, B_{i, i-1}(x)
$$

are the coefficients in $F[x]$ of $B_{i}(x, y)$, namely,

$$
B_{i}(x, y)=\sum_{j=0}^{i-1} B_{i, j}(x) y^{j}
$$

We then let $\boldsymbol{G}^{*}(x)=\boldsymbol{G}_{\ell}(x)$. As we show in Proposition 8 below, the resulting matrix $\boldsymbol{G}(x)$ in (9) satisfies properties (P1)(P3) with respect to the set $\Gamma$.
Example 1. Suppose that $\ell=2$ and that $\Gamma=\pi_{1} \cup \pi_{2}$, where

$$
\begin{aligned}
& \pi_{1}=\left\{\beta_{\pi_{1}}\right\} \\
& \pi_{2}=\left\{\beta_{\pi_{2}}, \beta_{\pi_{2}}^{q}, \beta_{\pi_{2}}^{q^{2}}\right\}
\end{aligned}
$$

and where the minimal polynomial of $\beta_{\pi_{1}}$ has degree $m_{\pi_{1}} \geq$ 2. We take $m=m_{\pi_{1}}$ and $\gamma_{0}=\beta_{\pi_{1}}$. For $i=1$ we have $B_{1}(x, y) \equiv 1$ (regardless of $\Gamma$ ) and, respectively,

$$
\boldsymbol{G}_{1}(x)=(1)
$$

Turning to $i=2$, we have

$$
B_{2}(x, y)=1-p_{2,1}(x) y=1-a_{2, \pi_{1}, 1}(x) y=1-x y
$$

since $a_{2, \pi_{1}, 1}(x)=x$ is the unique polynomial in $F_{m}[x]$ that evaluates to $\gamma_{0}=\beta_{\pi_{1}}$ at $x=\beta_{\pi_{1}}$. Hence,

$$
G^{*}(x)=\boldsymbol{G}_{2}(x)=\left(\begin{array}{cc}
1 & -x \\
0 & M_{\pi_{1}}(x)
\end{array}\right)
$$

Finally, $\boldsymbol{G}(x)=M_{\pi_{2}}(x) \cdot \boldsymbol{G}^{*}(x)$, and $\left(\beta_{\pi_{1}} 1\right)^{T}$ is a common eigenvector of $\boldsymbol{G}(x)$ with respect to the set $\Gamma$. The degree of $\boldsymbol{G}(x)$ is $m_{\pi_{1}}+2 m_{\pi_{2}}$, thereby attaining the lower bound of Proposition 4.
Example 2. Suppose that $\ell=3$ and that $\Gamma=\pi_{1} \cup \pi_{2} \cup \pi_{3}$, where $\pi_{1}$ and $\pi_{2}$ are as in Example 1 and

$$
\pi_{3}=\left\{\beta_{\pi_{3}}, \beta_{\pi_{3}}^{q}\right\}
$$

and, in addition, assume that $m_{\pi_{1}} \geq 3$ and that $m_{\pi_{1}} \mid m_{\pi_{3}}$ (e.g., $m_{\pi_{1}}=m_{\pi_{3}}=h \geq 3$ ). We select again $m=m_{\pi_{1}}$ and $\gamma_{0}=\beta_{\pi_{1}}$. The matrices $\boldsymbol{G}_{1}(x)$ and $\boldsymbol{G}_{2}(x)$ will then be the same as in Example 1. As for $\boldsymbol{G}_{3}(x)$, we will have

$$
\begin{aligned}
B_{3}(x, y) & =\left(1-p_{3,1}(x) y\right)\left(1-p_{3,2}(x) y\right) \\
& =1-\left(p_{3,1}(x)+p_{3,2}(x)\right) y+p_{3,1}(x) p_{3,2}(x) y^{2}
\end{aligned}
$$

where

$$
p_{3,1}(x)=a_{3, \pi_{1}, 1}(x) M_{\pi_{3}}(x)+a_{3, \pi_{3}, 1}(x) M_{\pi_{1}}(x)
$$

with $a_{3, \pi_{1}, 1}(x)$ being in $F_{m_{\pi_{1}}}[x]$ such that $a_{3, \pi_{1}, 1}\left(\beta_{\pi_{1}}\right)=$ $\beta_{\pi_{1}} / M_{\pi_{3}}\left(\beta_{\pi_{1}}\right)$ and $a_{3, \pi_{3}, 1}(x)$ being in $F_{m_{\pi_{3}}}[x]$ such that $a_{3, \pi_{3}, 1}\left(\beta_{\pi_{3}}\right)=\beta_{\pi_{1}} / M_{\pi_{1}}\left(\beta_{\pi_{3}}\right)$, and

$$
p_{3,2}(x)=a_{3, \pi_{3}, 2}(x)
$$

is in $F_{m_{\pi_{3}}}[x]$ such that $a_{3, \pi_{3}, 2}\left(\beta_{\pi_{3}}^{q}\right)=\beta_{\pi_{1}}$. Hence,

$$
\begin{aligned}
\boldsymbol{G}^{*}(x) & =\boldsymbol{G}_{3}(x) \\
& =\left(\begin{array}{ccc}
1 & -p_{3,1}(x)-p_{3,2}(x) & p_{3,1}(x) p_{3,2}(x) \\
0 & M_{\pi_{3}}(x) & -x M_{\pi_{3}}(x) \\
0 & 0 & M_{\pi_{3}}(x) M_{\pi_{1}}(x)
\end{array}\right),
\end{aligned}
$$

and $\boldsymbol{G}(x)=M_{\pi_{2}}(x) \cdot \boldsymbol{G}^{*}(x)$. Note that

$$
p_{3,1}\left(\beta_{\pi_{1}}\right)=p_{3,1}\left(\beta_{\pi_{3}}\right)=p_{3,2}\left(\beta_{\pi_{3}}^{q}\right)=\beta_{\pi_{1}},
$$

which, in turn, implies that $B_{3}\left(\beta, \beta_{\pi_{1}}^{-1}\right)=0$ for $\beta \in \Gamma_{3}^{*}=$ $\pi_{1} \cup \pi_{3}$ (see Lemma 7). It follows that $\left(\beta_{\pi_{1}}^{2} \beta_{\pi_{1}} 1\right)^{T}$ is a common eigenvector of $\boldsymbol{G}(x)$ with respect to the set $\Gamma$. The degree of $\boldsymbol{G}(x)$, which equals $m_{\pi_{1}}+2 m_{\pi_{3}}+3 m_{\pi_{2}}$, attains the lower bound of Proposition 4.

Proposition 8. Given $(F, \Phi, \Gamma, \ell)$, let $\boldsymbol{G}_{\ell}(x)$ be obtained from (10) by iterating over $i \in[\ell]$. Then the matrix

$$
\boldsymbol{G}(x)=\left(\prod_{\pi \in \mathcal{P} \backslash \mathcal{P}^{*}} M_{\pi}(x)\right) \cdot \boldsymbol{G}_{\ell}(x)
$$

satisfies properties $(P 1)-(P 3)$ with respect to $\Gamma$. A common eigenvector is given by

$$
\boldsymbol{v}=\left(\begin{array}{lllll}
\gamma_{0}^{\ell-1} & \gamma_{0}^{\ell-2} & \ldots & \gamma_{0} & 1 \tag{11}
\end{array}\right)^{T},
$$

for the selected element $\gamma_{0}$.
Proof. Properties (P1) and (P2) are straightforward. In order to establish (P3), it suffices to show that for every $\beta \in \Gamma^{*}$,

$$
\boldsymbol{G}_{\ell}(\beta) \boldsymbol{v}=\mathbf{0}
$$

To this end, we show by induction on $i \in[\ell]$ that for every $\beta \in \Gamma_{i}^{*}$,

$$
\boldsymbol{G}_{i}(\beta) \boldsymbol{v}_{i}=\mathbf{0}
$$

where $\boldsymbol{v}_{i}=\left(\gamma_{0}^{i-1} \gamma_{0}^{i-2} \ldots \gamma_{0} 1\right)^{T}$ (i.e., $\boldsymbol{v}_{i}$ is the $i$-suffix of $v)$.

The induction base $(i=1)$ is obvious, since $\Gamma_{1}^{*}$ is empty. Given $i>1$, by applying the induction hypothesis to $i-1$ it follows that for every $\beta \in \Gamma_{i}^{*}$, the last $i-1$ entries of $\boldsymbol{G}_{i}(\beta) \boldsymbol{v}_{i}$ are all zero, since they form the vector $\left(\prod_{\pi \in \mathcal{P}_{i, i-1}} M_{\pi}(\beta)\right)$. $\boldsymbol{G}_{i-1}(\beta) \boldsymbol{v}_{i-1}$. It remains to show that for these $\beta \mathbf{s}$, the first entry of $\boldsymbol{G}_{i}(\beta) \boldsymbol{v}_{i}$ is zero as well. This entry, in turn, is given by

$$
\sum_{j=0}^{i-1} B_{i, j}(\beta) \gamma_{0}^{i-1-s}=\gamma_{0}^{i-1} B_{i}\left(\beta, \gamma_{0}^{-1}\right)=0
$$

where the second equality follows from Lemma 7.
For the selected value of $m$ (which determines the set $\mathcal{P}^{*}=$ $\mathcal{P}^{*}(m)$ ), the degree of $\boldsymbol{G}(x)$ of our construction equals

$$
\begin{equation*}
\operatorname{deg} \boldsymbol{G}(x)=\left(\ell \cdot \sum_{\pi \in \mathcal{P} \backslash \mathcal{P}^{*}} m_{\pi}\right)+\sum_{\pi \in \mathcal{P}^{*}}|\pi| \cdot m_{\pi} \tag{12}
\end{equation*}
$$

In view of Proposition 4, we can identify sets $\Gamma$ where this degree is the smallest possible. E.g., this will be the case if $\Gamma$ satisfies the following two conditions.
(i) For some divisor $m \geq \ell$ of $h$, each element of $\Gamma \backslash F$ is a proper element of an extension field of $\operatorname{GF}\left(q^{m}\right)$.
(ii) Each subset $\pi \in \mathcal{P}(\Gamma)$ takes the form

$$
\pi=\left\{\beta_{\pi}, \beta_{\pi}^{q}, \beta_{\pi}^{q^{2}}, \ldots, \beta_{\pi}^{q^{|\pi|-1}}\right\}
$$

## V. BACK TO QUASI-CYCLIC CODES

We now turn to the motivating application of this work, namely, designing quasi-cyclic codes. We start with the following proposition, which provides a sufficient condition that the construction of Section IV yields a generator polynomial matrix of a quasi-cyclic code.

Proposition 9. Let $F=\operatorname{GF}(q)$ and $\Phi=\operatorname{GF}\left(q^{h}\right)$, and let $\ell \in[h]$ and $n \in \mathbb{Z}^{+}$be given. Also, let $\Gamma \subseteq \Phi$ be such that $\beta^{n}=1$ for every $\beta \in \Gamma$. Then the construction of $\boldsymbol{G}(x)$ for $(F, \Phi, \Gamma, \ell)$, as given in Section IV, satisfies property (P4).

Proof. By the construction it follows that for every $i \in[\ell]$, each entry along row $i$ of $\boldsymbol{G}(x)$ is divisible (in $F[x]$ ) by the diagonal entry $g_{i, i}(x)$. Therefore, we can express $\boldsymbol{G}(x)$ in the form

$$
\begin{equation*}
\boldsymbol{G}(x)=\boldsymbol{D}(x) \widehat{\boldsymbol{G}}(x), \tag{13}
\end{equation*}
$$

where $\boldsymbol{D}(x)$ is an $\ell \times \ell$ diagonal matrix over $F[x]$ whose main diagonal is given by

$$
\begin{equation*}
(\boldsymbol{D}(x))_{i, i}=g_{i, i}(x), \quad i \in[\ell], \tag{14}
\end{equation*}
$$

and $\widehat{\boldsymbol{G}}(x)$ is an $\ell \times \ell$ upper-triangular unimodular matrix over $F[x]$ (as $\operatorname{det}(\widehat{\boldsymbol{G}}(x))=1$; in fact, $\boldsymbol{D}(x)$ is the Smith normal form of $\boldsymbol{G}(x)$, since $g_{i, i}(x) \mid g_{i+1, i+1}(x)$ for all $i \in$ $[\ell-1]$ [4, Ch. S1]). Hence, $\widehat{\boldsymbol{G}}(x)$ has an upper-triangular inverse, $(\widehat{\boldsymbol{G}}(x))^{-1}$, over $F[x]$.

By the construction in Section IV it also follows that every diagonal entry $g_{i, i}(x)$ is a product of distinct minimal polynomials of elements $\beta$ of $\Gamma$. The assumption $\beta^{n}=1$ therefore implies that $g_{i, i}(x)$ divides $x^{n}-1$, for every $i \in[\ell]$.
Let $\boldsymbol{E}(x)$ be the $\ell \times \ell$ diagonal matrix over $F[x]$ whose main diagonal is given by

$$
(\boldsymbol{E}(x))_{i, i}=\left(x^{n}-1\right) / g_{i, i}(x), \quad i \in[\ell] .
$$

By (13)-(14) we then get that $\boldsymbol{G}(x)$ satisfies property (P4) with $\boldsymbol{H}(x)=(\widehat{\boldsymbol{G}}(x))^{-1} \boldsymbol{E}(x)$.

Now, let $F=\mathrm{GF}(q)$, let $n \in \mathbb{Z}^{+}$be such that $\operatorname{gcd}(n, q)=$ 1 , and let $\Phi=\operatorname{GF}\left(q^{h}\right)$ be the splitting field of $x^{n}-1$. Given $\ell \in[h], d \in \mathbb{Z}^{+}$, and $b \in \mathbb{Z}$, let the set $\Gamma_{\alpha, b, d}$ be defined by (2), where $\alpha$ is a primitive $n$th root of unity in $\Phi$. Applying the construction of Section IV to $\left(F, \Phi, \Gamma_{\alpha, b, d}, \ell\right)$ with some divisor $m \geq \ell$ of $h$ yields an $\ell \times \ell$ matrix $\boldsymbol{G}(x)$ over $F[x]$ which, by Proposition 9, generates a quasi-cyclic $[\ell \times n, k]$ code $\mathbb{C}$ over $F$, which we denote hereafter by

$$
\mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, m\right)
$$

(the parameter $n$ is determined by $\alpha$ ). This code has dimension $k=\ell n-\operatorname{deg} \boldsymbol{G}(x)$, where $\operatorname{deg} \boldsymbol{G}(x)$ is given by (12) (and
we would select $m$ so as to minimize $\operatorname{deg} \boldsymbol{G}(x))$. Moreover, by Proposition 1, the minimum distance (over $F^{\ell}$ ) of $\mathbb{C}$ is at least $d$. And as demonstrated in Section IV, in certain cases of the set $\Gamma_{\alpha, b, d}$ (e.g., when conditions (i)-(ii) therein hold), the attained dimension is the largest possible assuming such a BCH-like design strategy. When this happens, $\mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, m\right)$ is equal to the subspace subcode $\mathbb{C}_{\mathrm{RS}}(\boldsymbol{v})$ of $C_{R S}$ as defined in (3), with $v$ taken as the common eigenvector of $\boldsymbol{G}(x)$ with respect to $\Gamma_{\alpha, b, d}$. Note that in any case, $\mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, m\right)$ is always a subcode of $\mathbb{C}_{\mathrm{RS}}(\boldsymbol{v})$.

Remark 3. As can be seen from (12), the inclusion of an eigenvalue $\beta$ in $\Gamma_{\alpha, b, d}$ generally results in an increase of $\operatorname{deg} \boldsymbol{G}(x)$ (and therefore in a decrease of $k$ ) by the degree of the minimal polynomial of $\beta$; this holds even when $\Gamma_{\alpha, b, d}$ contains other conjugates of $\beta$, unless their number is at least $\ell$. Moreover, the effect on $\operatorname{deg} \boldsymbol{G}(x)$ of eigenvalues that belong to small (proper) subfields of $\Phi$ can be larger than just adding the degree of their minimal polynomial; e.g., an inclusion of an element of $F$ in $\Gamma_{\alpha, b, d}$ results in an increase of $\operatorname{deg} \boldsymbol{G}(x)$ by $\ell$ (and not just by 1). So the common strategy used when designing BCH codes, of constructing a designed root set $\Gamma_{\alpha, b, d}$ which intersects as few and as small conjugacy classes as possible, becomes less effective as $\ell$ becomes larger than 1.

Example 3. When $n=q^{h}-1, d \leq \sqrt{n}-1$, and $b \in\{0,1\}$, the set $\Gamma_{\alpha, b, d}$ satisfies conditions (i)-(ii) in Section IV for any divisor $m \geq \ell$ of $h$ (see [16, p. 232, Problem 7.1]). In this case we get from (12) that the redundancy of $\mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, m\right)$ (as a linear code over $F$ ) equals

$$
\ell n-k=\operatorname{deg} \boldsymbol{G}(x)=\left\{\begin{array}{ll}
\left\lceil\frac{q^{\ell}-1}{q^{\ell}}(d-1)\right\rceil h & \text { if } b=1  \tag{15}\\
\ell+\left\lceil\frac{q^{\ell}-1}{q^{\ell}}(d-2)\right\rceil h & \text { if } b=0
\end{array},\right.
$$

and that is since the inclusion of an element $\beta$ in $\Gamma_{\alpha, b, d}$ does not increase the redundancy if $\beta$ equals the $q^{\ell}$ th power of some other element in $\Gamma_{\alpha, b, d}$ (for $b=0$, the additive term $\ell$ is due to the element $1 \in \Gamma_{\alpha, b, d}$ ). Observe that if, in addition, $\ell \mid h$, then (15) is known to be the redundancy (measured in symbols of $F$ ) of an $[n, k]$ primitive BCH code over $\mathrm{GF}\left(q^{\ell}\right)$. In fact, when $\ell \mid h$, we will get precisely such a BCH code if we apply the construction of Section IV to $\Gamma_{\alpha, b, d}$ and select $m=\ell$ therein. Indeed, when doing so, the common eigenvector $\boldsymbol{v}$, which is given by (11), is over $\operatorname{GF}\left(q^{\ell}\right)$, and for every codeword $\boldsymbol{c}(x) \in \mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, \ell\right)$, the polynomial $\boldsymbol{c}(x) \cdot \boldsymbol{v}$ is over $\mathrm{GF}\left(q^{\ell}\right)$ and vanishes at the elements of $\Gamma_{\alpha, b, d}$; in other words, it is a codeword of a BCH code $\mathbb{C}_{\mathrm{BCH}}$ over $\mathrm{GF}\left(q^{\ell}\right)$ of length $n=\left(q^{\ell}\right)^{h / \ell}-1$. The dimension of $\mathbb{C}_{\mathrm{BCH}}$ (over $F$ ) is the same as that of $\mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, \ell\right)$ and, therefore, the two codes are in fact equivalent. (The condition $\ell \mid h$ is assumed also in the construction of the BCH -like quasi-cyclic codes in [2, §3] and these codes, too, are equivalent to $\mathbb{C}_{\mathrm{BCH}}$.)
Thus, quasi-cyclic codes provide us the flexibility of attaining dimensions as in (15) also when $h$ is not divisible by $\ell$.

We end this section by comparing the redundancy in Example 3 with those obtained by two schemes: shortening BCH
codes over $\mathrm{GF}\left(q^{\ell}\right)$ (Example 4) and $\ell$-level interleaving of BCH codes over $F=\mathrm{GF}(q)$ (Example 5).
Example 4. For $n=q^{h}-1, d \leq \sqrt{n}-1$, and $b \in\{0,1\}$, let $h^{\prime}=\ell \cdot\lceil h / \ell\rceil$; note that $h^{\prime}>h$ when $\ell$ does not divide $h$ (when $\ell \mid h$, the rest of this example coincides with the respective case in Example 3). We can construct a (shortened quasicyclic) linear $\left[\ell \times n, k^{\prime}\right]$ code $\mathbb{C}^{\prime}$ over $F$ by shortening a primitive BCH code ${ }^{5}$ of length $q^{h^{\prime}}-1$ over $\operatorname{GF}\left(q^{\ell}\right)$ defined by the consecutive root sequence $\Gamma_{\alpha^{\prime}, b, d}$ as in (2), where $\alpha^{\prime}$ is a primitive element in $\operatorname{GF}\left(q^{h^{\prime}}\right)$. The minimum distance (over $F^{\ell}$ ) of $\mathbb{C}^{\prime}$ is at least $d$, and its redundancy, $\ell n-k^{\prime}$ (being measured in symbols of $F$ ), is given by (15), except that $h$ therein is replaced by $h^{\prime}$.

Example 5. For $n=q^{h}-1, d \leq \sqrt{n}-1$, and $b \in\{0,1\}$, let $\mathcal{C}_{\mathrm{BCH}}$ be a primitive BCH code of length $n$ over $F=$ $\mathrm{GF}(q)$ defined by the consecutive root sequence $\Gamma_{\alpha, b, d}$ (as in (2), where $\alpha$ is a primitive element in $\operatorname{GF}\left(q^{h}\right)$ ). The $\ell$-level interleaving of $\mathcal{C}_{\mathrm{BCH}}$ produces a quasi-cyclic $\left[\ell \times n, \ell k^{\prime \prime}\right]$ code over $F$, which we denote by $\mathcal{C}_{\mathrm{BCH}}^{\odot}$. The minimum distance (over $F^{\ell}$ ) of $\mathcal{C}_{\mathrm{BCH}}^{\odot \ell}$ is at least $d$, and its redundancy (when measured in symbols of $F$ ) equals

$$
\ell\left(n-k^{\prime \prime}\right)= \begin{cases}\ell\left\lceil\frac{q-1}{q}(d-1)\right\rceil h & \text { if } b=1  \tag{16}\\ \ell+\ell\left\lceil\frac{q-1}{q}(d-2)\right\rceil & h \text { if } b=0\end{cases}
$$

(see [16, p. 260, Problem 8.12]). It is easy to see that (16) is generally larger-and is never smaller-than (15).

Table I compares the redundancies of (shortened) quasicyclic $[\ell \times n, k]$ binary codes obtained by the constructions in Examples 3-5, for several choices of $\ell, n\left(=2^{h}-1\right)$, and designed minimum distance $d$; in all cases we have taken $b=0$ (the last two columns in the table will be referred to in Section VI). ${ }^{6}$

## VI. Decoding

In this section, we present a list decoding algorithm for the code $\mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, m\right)$ defined in Section V. Our error model will be that of $\ell$-phased burst errors: an error means that a column of the transmitted $\ell \times n$ array (over $F$ ) gets corrupted in at least one of its entries, and the number of errors is the number of columns that are altered.
Recalling that $\mathbb{C}_{F}\left(\Gamma_{\alpha, b, d}, \ell, m\right)$ is (a subcode of) the code $\mathbb{C}_{\mathrm{RS}}(\boldsymbol{v})$ defined in (3), our discussion here will be more general in that we present a list decoding algorithm for subspace subcodes of generalized Reed-Solomon (GRS) codes. Our algorithm is based on a similar idea that led to the list decoding of alternant codes (as subfield subcodes of GRS codes), based on the Koetter-Vardy (in short, KV) algorithm [10].

[^2]TABLE I
REDUNDANCY OF (SHORTENED) QUASI-CYCLIC $[\ell \times n, k]$ CODES OVER GF $(2)$.

| $h$ | $\ell$ | $n$ | $d$ | Redundancy |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Example 3 | Example 4 | Example 5 |  | $L$ |
| 5 | 2 | 31 | 6 | 17 | 20 | 22 | 3 | 10 |
| 7 | 2 | 127 | 6 | 23 | 26 | 30 | 3 | 42 |
| 9 | 2 | 511 | 22 | 137 | 152 | 182 | 11 | 46 |
| 5 | 3 | 31 | 6 | 23 | 27 | 33 | 3 | 10 |
| 7 | 3 | 127 | 6 | 31 | 39 | 45 | 3 | 42 |
| 10 | 3 | 1,023 | 30 | 253 | 303 | 423 | 15 | 68 |
| 5 | 4 | 31 | 6 | 24 | 36 | 44 | 3 | 10 |
| 7 | 4 | 127 | 6 | 32 | 36 | 60 | 3 | 42 |
| 9 | 4 | 511 | 22 | 175 | 232 | 364 | 11 | 46 |

Let $F=\mathrm{GF}(q)$ and $\Phi=\mathrm{GF}\left(q^{h}\right)$, and let $\mathrm{C}_{\mathrm{GRS}} \subseteq \Phi_{n}[x]$ be the following $[n, n-d+1, d]$ GRS code over $\Phi$ :

$$
\mathrm{C}_{\mathrm{GRS}}=\left\{\sum_{j=0}^{n-1} \eta_{j} f\left(\alpha_{j}\right) x^{j}: f(x) \in \Phi_{n-d+1}[x]\right\}
$$

where $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}$ are (the code locators which are) distinct elements in $\Phi$, and $\eta_{0}, \eta_{1}, \ldots, \eta_{n-1}$ are nonzero (column multipliers) in $\Phi$. Given $\ell \in[h]$ and a column vector $\boldsymbol{v} \in \Phi^{\ell}$ whose entries are linearly independent over $F$, define the code $\mathbb{C}$ by

$$
\mathbb{C}=\mathbb{C}_{\mathrm{GRS}}(\boldsymbol{v})=\left\{\boldsymbol{c}(x) \in\left(F_{n}[x]\right)^{\ell}: \boldsymbol{c}(x) \cdot \boldsymbol{v} \in \mathrm{C}_{\mathrm{GRS}}\right\} .
$$

Note that $\mathrm{C}_{\mathrm{GRS}}$ is not necessarily a cyclic code over $\Phi$ and, therefore, $\mathbb{C}$ is not assumed to be quasi-cyclic in this section; nevertheless, we follow the notational convention of previous sections in regarding $\ell \times n$ arrays over $F$ as elements of $\left(F_{n}[x]\right)^{\ell}$.

Let $\Sigma=\operatorname{span}_{F}(\boldsymbol{v}) \subseteq \Phi$ be the $\ell$-dimensional subspace of $\Phi$ over $F$ that is spanned by the entries of $v$. With any $\boldsymbol{a}(x) \in\left(F_{n}[x]\right)^{\ell}$, we associate the following polynomial

$$
\boldsymbol{A}(x)=A_{0}+A_{1} x+\ldots+A_{n-1} x^{n-1}=\boldsymbol{a}(x) \cdot \boldsymbol{v}
$$

in the set $\Sigma_{n}[x]$ of polynomials of degree less than $n$ over $\Sigma$. Accordingly, we can represent $\mathbb{C}$ through the following subspace subcode of $\mathrm{C}_{\text {GRS }}$ :

$$
\begin{equation*}
\tilde{\mathbb{C}}=\mathrm{C}_{\mathrm{GRS}} \cap \Sigma_{n}[x] . \tag{17}
\end{equation*}
$$

Let $\boldsymbol{c}(x) \in \mathbb{C}$ be the transmitted $\ell \times n$ codeword and let $\boldsymbol{y}(x)=\boldsymbol{c}(x)+\boldsymbol{e}(x)$ be the received $\ell \times n$ array over $F$, where $\boldsymbol{e}(x)$ is an $\ell \times n$ error array over $F$ containing a number of nonzero columns which does not exceed a prescribed decoding radius $\tau$. Writing

$$
\boldsymbol{C}(x)=C_{0}+C_{1} x+\ldots+C_{n-1} x^{n-1}=\boldsymbol{c}(x) \cdot \boldsymbol{v}
$$

and

$$
\boldsymbol{Y}(x)=Y_{0}+Y_{1} x+\ldots+Y_{n-1} x^{n-1}=\boldsymbol{y}(x) \cdot \boldsymbol{v}
$$

(both in $\Sigma_{n}[x]$ ), the distance between $\boldsymbol{C}(x)$ and $\boldsymbol{Y}(x)$, denoted $\mathrm{d}(\boldsymbol{C}(x), \boldsymbol{Y}(x))$, stands for the number of errors that have occurred, namely, the number of indexes $j$ for which $Y_{j} \neq C_{j}$.

Clearly, any list decoder for $\mathrm{C}_{\text {GRS }}$ can be applied to decode any subset-and therefore any subspace subcode-of
$\mathrm{C}_{\text {GRS }}$. This applies in particular to decoding with a list size of 1 , which corresponds to bounded-distance decoding (with decoding radius $\tau=\lfloor(d-1) / 2\rfloor)$ and can be performed by any of the known decoding algorithms for GRS codes. For larger list sizes, however, the smaller alphabet of $\Sigma$ (compared to $\Phi)$ allows us in many cases to guarantee a larger $\tau$ than the guaranteed decoding radius for $\mathrm{C}_{\mathrm{GRS}}$.

Figure 1 presents our interpolation-based list decoding algorithm for the code $\tilde{\mathbb{C}}$. Among its input parameters, the algorithm is provided with the target list size $L$ and two nonnegative integers $\bar{r}<r \leq L$ which play a role in the interpolation step of the algorithm (Step 1). The decoding radius $\tau$ can be any positive integer that satisfies the inequality

$$
\begin{equation*}
\frac{\tau}{n}<\Theta_{q^{\ell}}\left(\frac{d}{n}, L, r, \bar{r}\right) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta_{\sigma}(\delta, L, r, \bar{r})=\frac{\binom{L+1}{2} \delta-\binom{L+1-r}{2}-\binom{\bar{r}+1}{2}(\sigma-1)}{(L+1)(r-\bar{r})} \tag{19}
\end{equation*}
$$

(with $\sigma$ standing for the alphabet size of $\tilde{\mathbb{C}}$ and $\delta$ for the relative minimum distance of the underlying code $\mathrm{C}_{\mathrm{GRS}}$; typically, $r$ and $\bar{r}$ are taken so that (19) is maximized-see discussion after Lemma 10). The $\left(w_{x}, w_{z}\right)$-weighted-degree of a bivariate polynomial $Q(x, z) \in \Phi[x, z]$ is denoted in Figure 1 by $\operatorname{deg}_{w_{x}, w_{z}} Q$, and the notation mult $\left\{Q,\left(x_{0}, z_{0}\right)\right\}$ stands for the multiplicity of a bivariate polynomial $Q(x, z) \in \Phi[x, z]$ at the point $\left(x_{0}, z_{0}\right) \in \Phi^{2}$.

The algorithm is a rather straightforward extension of the KV algorithm when applied to the decoding of alternant codes, and, respectively, the analysis of the latter carries over to our algorithm, with the size, $q$, of the base field now replaced by the size, $q^{\ell}$, of the set $\Sigma$. We will give here an outline of the analysis, following the exposition in [16, §9.6].

Conditions (20) and (21) determine the number of significant coefficients of the polynomial $Q(x, z)$ that is sought in Step 1. Given an index $j \in[0: n-1]$, when $A=Y_{j}$ (respectively, $A \in \Sigma \backslash\left\{Y_{j}\right\}$ ), the condition in (22) translates into $\binom{r+1}{2}$ (respectively, $\binom{r+1}{2}$ ) homogeneous linear equations in the coefficients of $Q(x, z)$. The inequality (18) guarantees that the number of (unknown) coefficients of $Q(x, y)$ exceeds the number of equations and, therefore, we can always find a nonzero $Q(x, y)$ in Step 1 (see [16, Lemmas 9.5 and 9.7]).

## Input:

List size $L$, multiplicities $r, \bar{r}$.
Decoding radius $\tau$ satisfying (18).
Received word $\boldsymbol{Y}(x)=\sum_{j=0}^{n-1} Y_{j} x^{j} \in \Sigma_{n}[x]$.

1) Interpolation: Find $Q(x, z) \in \Phi[x, z] \backslash\{0\}$ such that

$$
\begin{align*}
\operatorname{deg}_{0,1} Q & \leq L  \tag{20}\\
\operatorname{deg}_{1, n-d} Q & <r(n-\tau)+\bar{r} \tau \tag{21}
\end{align*}
$$

and for every $j \in[0: n-1]$ and $A \in \Sigma$ :

$$
\operatorname{mult}\left\{Q,\left(\alpha_{j}, A / \eta_{j}\right)\right\} \geq \begin{cases}r & \text { if } A=Y_{j}  \tag{22}\\ \bar{r} & \text { otherwise }\end{cases}
$$

2) Root-finding: Calculate the set

$$
\mathcal{F}=\left\{f(x) \in \Phi_{n-d+1}[x]:(z-f(x)) \mid Q(x, z)\right\} .
$$

3) Calculate the set

$$
\begin{aligned}
& \mathcal{S}=\left\{\boldsymbol{C}(x)=\sum_{j=0}^{n-1} \eta_{j} f\left(\alpha_{j}\right) x^{j}:\right. \\
& \quad f(x) \in \mathcal{F} \text { and } \mathrm{d}(\boldsymbol{C}(x), \boldsymbol{Y}(x)) \leq \tau\}
\end{aligned}
$$

Output: List $\mathcal{S}$ of (no more than $L$ ) codewords of $\tilde{\mathbb{C}}$.

Fig. 1. List decoder for the code $\tilde{\mathbb{C}}$ defined by (17).

There are known algorithms for implementing Steps 1 and 2 efficiently [1], [8], [9], [12], [15], [17].

The next lemma parallels Lemma 9.8 in [16] and establishes the correctness of the decoding algorithm.

Lemma 10. Given $\boldsymbol{Y}(x) \in \Sigma_{n}[x]$, suppose that $Q(x, z) \in$ $\Phi[x, y] \backslash\{0\}$ satisfies conditions (20)-(22). Let $f(x) \in$ $\Phi_{n-d+1}(x)$ be such that the respective codeword $\boldsymbol{C}(x)=$ $\sum_{j=0}^{n-1} \eta_{j} f\left(\alpha_{j}\right) x^{j}$ of $\mathrm{C}_{\mathrm{GRS}}$ satisfies $\mathrm{d}(\boldsymbol{C}(x), \boldsymbol{Y}(x)) \leq \tau$. Then, $Q(x, f(x)) \equiv 0$, namely, $z-f(x)$ divides $Q(x, z)$.
Proof. Denote $\mathcal{I}=\left\{j: f\left(\alpha_{j}\right)=Y_{j} / \eta_{j}\right\}$ and $\overline{\mathcal{I}}=[0: n-1] \backslash$ $\mathcal{I}$, and suppose that $|\overline{\mathcal{I}}| \leq \tau$. It follows from (22) that $Q(x, f(x))$ is divisible by

$$
\prod_{j \in \mathcal{I}}\left(x-\alpha_{i}\right)^{r} \prod_{j \in \overline{\mathcal{I}}}\left(x-\alpha_{i}\right)^{\bar{r}}
$$

which, in turn, has degree

$$
\begin{aligned}
|\mathcal{I}| r+|\overline{\mathcal{I}}| \bar{r} & =n r+|\overline{\mathcal{I}}|(\bar{r}-r) \\
& \geq n r+\tau(\bar{r}-r)=r(n-\tau)+\bar{r} \tau
\end{aligned}
$$

Hence, by (21) it follows that $Q(x, f(x)) \equiv 0$.
Thus, if the number of $\ell$-phased errors does not exceed $\tau$, then the returned list $\mathcal{S}$ must contain the correct codeword. Moreover, since $\operatorname{deg}_{0,1} Q(x, z) \leq L$, the list $\mathcal{S}$ contains at most $L$ codewords.

Observe that (19) is non-increasing in the alphabet size $\sigma$, which means that we may gain in the decoding radius compared to the underlying code $C_{G R S}$, for which we would need to substitute $\ell=h$ in (18). The maximization of (19) over
$(r, \bar{r})$ yields the expression for the (finite list size) Johnson bound [16, §9.8 and Problem 9.10], which, for $L \rightarrow \infty$, approaches (from below) the expression

$$
\begin{equation*}
\theta_{\sigma}(\delta)=\frac{\sigma-1}{\sigma}\left(1-\sqrt{1-\frac{\sigma}{\sigma-1} \cdot \delta}\right) \tag{23}
\end{equation*}
$$

Remark 4. When $\bar{r}>0$, the number of interpolation points in Step 1 in Figure 1 is $q^{\ell} n$; so, in that respect, our algorithm has the same drawback as the KV algorithm when the latter is used for decoding alternant codes over $\operatorname{GF}\left(q^{\ell}\right)$ (such as the codes in Example 4). On the other hand, when $\bar{r}=0$, the number of interpolation points is only $n$; this is also the case where the KV algorithm reduces to the Guruswami-Sudan algorithm [16, §9.5].
Remark 5. Suppose that $\mathcal{C}$ is any code of length $n$ and minimum distance $d$ over any alphabet $\Sigma$ of size $q^{\ell}$, and let $\tau$ and $L$ be positive integers that satisfy (18) for some $(r, \bar{r})$. Then there exists a list decoder for $\mathcal{C}$ which returns lists of size at most $L$ that always contain the correct codeword, provided that the number of errors (when measured in symbols of $\Sigma$ ) does not exceed $\tau$ (see $[16, \S 9.8]$ ). However, in general, such a decoder is not guaranteed to be efficient. The KV algorithm (for list decoding alternant codes over $\mathrm{GF}\left(q^{\ell}\right)$ ) and the algorithm in Figure 1 (for list decoding $\widetilde{\mathbb{C}}$ over $\Sigma=\operatorname{span}_{F}(\boldsymbol{v})$ ) are efficient when $\ell$ is fixed or when $\bar{r}=0$.

It follows from Remark 5 that the inequality (18) is sufficient for having a list decoder for any of the codes presented in Examples 3-5. To the best of our knowledge, maximizing (19) over $(r, \bar{r})$ yields, in general, the best trade-off between $\tau$ and $L$ currently known for these examples. And as noted in Remark 5, when $d$ in (18) is taken as the designed minimum distance, then the list decoder for Examples 3 and 4 is also guaranteed to be efficient (assuming fixed $\ell$ or $\bar{r}=0$ ). Moreover, by a result of Gopalan et al. [5], in many cases it is also efficient for the code $\mathcal{C}^{\odot \ell}$ in Example 5. Specifically, given $\tau$ and $L_{0}$ that satisfy

$$
\begin{equation*}
\frac{\tau}{n}<\Theta_{q}\left(\frac{d}{n}, L_{0}, r, \bar{r}\right) \tag{24}
\end{equation*}
$$

(which is the inequality (18) with $\ell=1$ ), Algorithm 2 in [5] is shown therein to be a decoder for $\mathcal{C}^{\odot \ell}$ with decoding radius $\tau$ and list size bounded from above by

$$
\begin{equation*}
\binom{\iota+\kappa}{\kappa} L_{0}^{\kappa} \tag{25}
\end{equation*}
$$

where

$$
\iota=\left\lceil\frac{\tau}{d-\tau}\right\rceil \quad \text { and } \quad \kappa=\left\lceil\log _{2}\left(\frac{d}{d-\tau}\right)\right\rceil
$$

The inequality (24) is weaker than (18) in that $L_{0}$ may be smaller than the smallest $L$ that satisfies (18) for a given $\tau$. Yet (25) is generally larger than that $L$, which means that the list produced by Algorithm 2 in [5] can be pruned to at most $L$ codewords.

We conclude that while Examples 3-5 have the same guarantee for list decoding performance, in Example 3 we pay the smallest redundancy for it.

The last two columns in Table I contain pairs $(\tau, L)$ that are attainable by (18), for the special case $\tau=d / 2$; in this case, the smallest $L$ equals $\lfloor 2 d / n\rfloor$ (see Appendix C). ${ }^{7}$ Note that in this case, $\iota=\kappa=1$ and $L_{0}=L$ in (25) and, so, Eq. (25) evaluates to $2 L$.

It is yet to be found whether there is a counterpart of Wu's algorithm (as in [3] and [20]) that can replace Figure 1. One can speculate that for the same pair $(\tau, L)$, the multiplicity $r$ would be replaced in such an algorithm by $L-r$, thereby making such an algorithm favorable in the high-rate range.
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## Appendix A

## RELATIONSHIP TO THE MODEL IN [19]

We point out here the connection between our setting in Section II and the setting in [19]. Given a quasi-cyclic $[\ell \times n, k]$ code $\mathbb{C}$ over $F=\mathrm{GF}(q)$, the goal in [19] is to find a lower bound on the minimum distance of $\mathbb{C}$ when $\mathbb{C}$ is seen as a code of length $\ell n$ over $F$, rather than as a code of length $n$ over $F^{\ell}$. Instead of just requiring property (P3), the analysis in $[19, \S$ III.B] considers more generally the linear subspace ("eigencode") $C \subseteq F^{\ell}$ which consists of all vectors in $F^{\ell}$ that are orthogonal to the following eigenspace over $\Phi=\operatorname{GF}\left(q^{h}\right)$ :

$$
\mathcal{V}=\left\{\boldsymbol{v} \in \Phi^{\ell}: \boldsymbol{G}(\beta) \boldsymbol{v}=\mathbf{0} \text { for every } \beta \in \Gamma\right\}
$$

(namely, $C=\left\{\boldsymbol{e} \in F^{\ell}: \boldsymbol{e} \cdot \boldsymbol{v}=0\right.$ for every $\left.\boldsymbol{v} \in \mathcal{V}\right\}$ ). When $C$ contains nonzero vectors, the code $\mathbb{C}$ might potentially contain $\ell \times n$ arrays in which only one column is nonzero (and that column is then a vector of $C$ ). Therefore, to fit our setting (where we are interested in the minimum distance measured in symbols of $F^{\ell}$ ), we need $C$ to be the trivial code $\{0\}$. The next lemma shows that this condition is, in fact, equivalent to property (P3), provided that $\ell \in[h]$.
Lemma 11. For $\ell \in[h]$, let $\mathcal{V}$ be a linear subspace of $\Phi^{\ell}$ with the property that no nonzero vector in $F^{\ell}$ is orthogonal to $\mathcal{V}$. Then there exists a vector $\boldsymbol{v} \in \mathcal{V}$ whose entries are linearly independent over $F$.
Proof. Let $V$ be an $\ell \times r$ matrix over $\Phi$ whose columns form a basis of $\mathcal{V}$, and let $\mathcal{E}$ be the set of all nonzero vectors in $F^{\ell}$ with a leading nonzero entry equaling 1 . We show that there exists a column vector $\boldsymbol{w} \in \Phi^{r}$ such that $\boldsymbol{e V} \boldsymbol{w} \neq 0$ for every $\boldsymbol{e} \in \mathcal{E}$; the vector $V \boldsymbol{w}$ can then be taken as $\boldsymbol{v}$. For every $e \in \mathcal{E}$, define the "bad set"

$$
\mathcal{V}(\boldsymbol{e})=\left\{\boldsymbol{w} \in \Phi^{r}: \boldsymbol{e} V \boldsymbol{w}=0\right\}
$$

Clearly, $\mathcal{V}(e)$ is a linear subspace of $\Phi^{r}$; furthermore, by the assumption in the lemma, $\mathcal{V}(\boldsymbol{e}) \neq \Phi^{r}$. Therefore, $|\mathcal{V}(\boldsymbol{e})| \leq$ $|\Phi|^{r-1}$ and, so, ranging over all $e \in \mathcal{E}$, the total number of vectors in the bad sets is bounded from above by

$$
\left|\cup_{e \in \mathcal{E}} \mathcal{V}(\boldsymbol{e})\right| \leq \sum_{\boldsymbol{e} \in \mathcal{E}}|\mathcal{V}(\boldsymbol{e})| \leq \frac{q^{\ell}-1}{q-1} \cdot|\Phi|^{r-1}<\frac{1}{q-1} \cdot|\Phi|^{r}
$$

[^3]where the last inequality follows from $\ell \leq h$. Hence, there exists a vector $\boldsymbol{v}=V \boldsymbol{w}$ that belongs to none of the bad sets.

Remark 6. The condition $\ell \in[h]$ in Lemma 11 can always be met simply by (possibly) replacing $\Phi$ with an extension field of $\Phi$ of extension degree $\lceil\ell / h\rceil$.

## Appendix B <br> Counterexample

We show here by a counterexample that, in general, the bound (4) no longer holds if each $\rho_{\pi}$ therein is replaced by $\left|J_{\pi}\right|$, where $J_{\pi}$ is an arbitrary subset of $[0: h-1]$ such that $\beta_{\pi}^{q^{j}} \in \pi$ for some $\beta_{\pi} \in \Phi$ and every $j \in J_{\pi}$.
Example 6. Suppose that $h$ is a multiple of an integer $t>1$ such that $h / t \geq \ell \geq 2$. Let $\xi$ be a primitive element in $\Phi$, let $\omega$ be an element in $\operatorname{GF}\left(q^{t}\right) \backslash F$, and let $a(x)$ be the unique polynomial in $F_{h}[x]$ such that $a(\xi)=\omega$ (since $\xi$ is primitive, such a polynomial exists). Take $J=\{0, t, 2 t, \ldots,(\ell-1) t\}$ and

$$
\Gamma=\left\{\xi^{q^{j}}: j \in J\right\}
$$

(and, so, $\mathcal{P}=\{\Gamma\}$ and $J_{\Gamma}=J$ ), and consider the $\ell \times \ell$ matrix

$$
\boldsymbol{G}(x)=\left(\begin{array}{c|ccc}
1 & a(x) & a(x) & \ldots  \tag{26}\\
0 & & a(x) \\
\vdots & & & \\
0 & & M_{\Gamma}(x) \cdot \boldsymbol{I}_{\ell-1}
\end{array}\right)
$$

where $M_{\Gamma}(x)$ is the minimal polynomial of $\xi$ with respect to $F$. Let $\gamma$ be the element $-\omega \cdot \sum_{i=0}^{\ell-2} \xi^{i}$ in $\Phi$, and consider the following $\ell-1$ vectors
$\boldsymbol{v}_{j}=\left(\gamma^{q^{j}} \xi^{(\ell-2) q^{j}} \xi^{(\ell-3) q^{j}} \ldots \xi^{q^{j}} 1\right)^{T}, j \in J \backslash\{(\ell-1) t\}$.
It can be readily verified that $\boldsymbol{G}(\beta) \boldsymbol{v}_{j}=\mathbf{0}$ for every $\beta \in \Gamma$ and $j \in J \backslash\{(\ell-1) t\}$. Since $\ell \leq h / t$, we get by the choice of $\xi$ that the powers $1, \xi, \xi^{2}, \ldots, \xi^{\ell-2}$ are linearly independent over $\mathrm{GF}\left(q^{t}\right)$ and, a fortiori, are also so over $F$. In addition, $\gamma$ is defined through a (unique) linear combination over $\mathrm{GF}\left(q^{t}\right)$ of these powers, and this linear combination contains elements that are not in $F$; hence, all the entries in $\boldsymbol{v}_{0}$-and therefore all the entries in each $\boldsymbol{v}_{j}$-are linearly independent over $F$. We conclude that each $\boldsymbol{v}_{j}$ is a common eigenvector with respect to the set $\Gamma$, as in property (P3) (moreover, by [13, pp. 109-110] it follows that $\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\ell-2}$ are linearly independent over $\Phi$, thus spanning the right kernel of $\boldsymbol{G}(\beta)$ for every $\beta \in \Gamma$ ). The degree of $\boldsymbol{G}(x)$ in (26) is $(\ell-1) \cdot \operatorname{deg} M_{\Gamma}(x)=(\ell-1) m_{\Gamma}=(\ell-1) h$, while the lower bound in (4), when $\rho_{\Gamma}$ is replaced by $\left|J_{\Gamma}\right|=|J|=\ell$, evaluates to $\ell h$.

## Appendix C

## DECODING RADIUS $d / 2$

We start with the next lemma, which characterizes a range of parameters for which (18) (or (24)) can hold only when $\tau \leq(d+1) / 2$.

Lemma 12. For $n>(1 / 8) \cdot(\sigma /(\sigma-1)) \cdot(d+2)^{2}$,

$$
\begin{equation*}
n \cdot \theta_{\sigma}\left(\frac{d}{n}\right)<\frac{d}{2}+1 \tag{27}
\end{equation*}
$$

where $\theta_{\sigma}(\delta)$ is defined in (23).
Proof. Starting from

$$
n>\frac{1}{8} \cdot \frac{\sigma}{\sigma-1} \cdot(d+2)^{2}
$$

it is fairly easy to see that the latter inequality is obtained by simplifying the inequality

$$
n^{2}-\frac{\sigma n d}{\sigma-1}>\left(n-\frac{\sigma}{\sigma-1}\left(\frac{d}{2}+1\right)\right)^{2}
$$

Taking the square root of both sides and rearranging terms yield

$$
\frac{\sigma-1}{\sigma}\left(n-\sqrt{n^{2}-\frac{\sigma n d}{\sigma-1}}\right)<\frac{d}{2}+1
$$

which, in turn, is equivalent to (27).
Since the right-hand side of (18) is bounded from above by $\theta_{q^{\ell}}(d / n)$ (and approaches it from below when maximizing over ( $r, \bar{r}$ ) and taking $L$ to infinity), we get that the inequality (18) holds only when $\tau \leq\lfloor(d+1) / 2\rfloor$.

Next, we consider the special case $\tau=d / 2$.
Lemma 13. If $d$ is even and $\tau=d / 2$, then the smallest $L$ for which (18) holds is

$$
\begin{equation*}
L=\left\lfloor\frac{2 n}{d}\right\rfloor \tag{28}
\end{equation*}
$$

and this minimum is attained for $(r, \bar{r})=(L-1,0)$; when $\sigma=q^{\ell}=2$, it is also attained for $(r, \bar{r})=(L, 1)$.

Note that the expression (28) is the largest size of any constant-weight code of length $n$ and minimum distance $d$ over an Abelian group, where the constant weight is $d / 2$.

Proof of Lemma 13. For $\tau=d / 2=n \delta / 2$ and $\sigma=q^{\ell}$ we can rewrite (18) as

$$
(L+1)(L-r+\bar{r}) \cdot \frac{\delta}{2}>\binom{L+1-r}{2}+\binom{\bar{r}+1}{2}(\sigma-1)
$$

Denoting $s=L-r$, and noting that the last inequality cannot hold if $s=\bar{r}=0$, we obtain

$$
\begin{equation*}
(L+1) \cdot \frac{\delta}{2}>\frac{1}{s+\bar{r}}\left(\binom{s+1}{2}+\binom{\bar{r}+1}{2}(\sigma-1)\right) \tag{29}
\end{equation*}
$$

Clearly, $s \leq\binom{ s+1}{2}$, with equality holding only when $s=$ 0,1 . Similarly, $\bar{r} \leq\binom{\bar{r}+1}{2}(\sigma-1)$, with equality holding only when either $\bar{r}=0$ or $(\bar{r}, \sigma)=(1,2)$. It follows that the minimum value taken by the right-hand side of (29) is 1 , and that minimum is attained when $(s, \bar{r})=(1,0)$ or when $(s, \bar{r}, \sigma)=(0,1,2)$. At the minimum, Eq. (29) becomes $(L+1) \cdot(\delta / 2)>1$, which, in turn, is satisfied if and only if $L \geq\lfloor 2 / \delta\rfloor$.
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[^1]:    ${ }^{1}$ To simplify the notation, the codewords $\boldsymbol{c}(x)$ are defined here to be (row) $\ell$-tuples over $F_{n}[x]$, rather than elements of the module $\left(F[x] /\left\langle x^{n}-1\right\rangle\right)^{\ell}$ and, so, $\boldsymbol{G}(x)$ is seen as a matrix over $F[x]$. In that regard, we are inconsistent with the notation in [11].
    ${ }^{2}$ As shown in [11], by elementary operations on rows, the matrix $\boldsymbol{G}(x)$ can be further brought into a reduced form where $\operatorname{deg} g_{j, i}(x)<\operatorname{deg} g_{i, i}(x)$, for every $j<i$. Yet this reduction does not affect the diagonal entries and therefore does not change $\operatorname{deg} \boldsymbol{G}(x)$.
    ${ }^{3} \mathrm{On}$ the other hand, the goal in [19] is to find a lower bound on the minimum distance of $\mathbb{C}$ when $\mathbb{C}$ is seen as a code of length $\ell n$ over $F$. See Appendix A for the adaptation of the setting of [19] to ours.
    ${ }^{4}$ So can the Hartmann-Tzeng-like improvement obtained in [22], yet for the sake of simplicity, we will refer here only to Proposition 1.

[^2]:    ${ }^{5}$ Recall that for fixed $d$ and sufficiently large lengths, primitive BCH codes have (asymptotically) the smallest redundancy among all known constructions of linear code families, except when the field size is 4 or 8 (see [18] and [21]).
    ${ }^{6}$ The parameters $(\ell, n, d)$ in the table are in the range where the construction in Example 4 still has a smaller redundancy than the construction in [18]. According to the tables in [6] (which intersect with Table I on four parameter choices) the construction in Example 3 for ( $\ell=2, n=127, d=6$ ) improves by one bit over the smallest redundancy currently known for linear codes of length 127 and minimum distance 6 over $\operatorname{GF}\left(2^{2}\right)$.

[^3]:    ${ }^{7}$ When $\tau=d / 2$, there are in fact simpler alternatives to the KV algorithm or to Figure 1 ; see, for example $[20, \S 2]$.

