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Abstract—An explicit construction of an infinite family of cyclic codes is presented which, over GF(4) (resp., GF(8)), have approximately 8/9 (resp., 48/49) the redundancy of BCH codes of the same minimum distance and length. As such, the new codes are the best codes currently known in a regime where the minimum distance is fixed and the code length goes to infinity.
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I. INTRODUCTION

Let $A(q,n,d)$ denote the maximum size of a $q$-ary code of length $n$ and minimum Hamming distance $d$. Following [8], we define the redundancy coefficient for any $d \in \mathbb{Z}^+$ by

$$c(q,d) = \liminf_{n \to \infty} \frac{n - \log_q A(q,n,d)}{\log_q n}.$$  

(1)

By the sphere-packing bound we have the lower bound

$$c(q,d) \geq \left\lfloor \frac{d - 1}{2} \right\rfloor.$$  

(2)

On the other hand, when $q$ is a power of a prime, primitive BCH codes\(^1\) imply the upper bound

$$c(q,d) \leq c_{\text{BCH}}(q,d) = \left\lfloor \frac{q - 1}{q} (d - 2) \right\rfloor,$$  

(3)

where $c_{\text{BCH}}(q,d)$ is defined as in (1) except that $A(q,n,d)$ therein is replaced by the size of a primitive BCH code\(^2\) of length $n$ and designed minimum distance $d$ over GF($q$). The bound (3) coincides with (2) when either $q = 2$ or $d = 3$. The bound (3) was improved in [8] for $d \leq q + 1$ to

$$c(q,d) \leq d - 3 + \frac{1}{d - 2}.$$  

Better bounds are known for $d \leq 6$: e.g., it is known that $c(4,5) = 2$ [4]; see also [2],[3],[8, §2]. For large $d$, however, the upper bound (3) seems to be the best currently known, to our knowledge\(^3\). Thus, denoting

$$\lambda(q) = \liminf_{d \to \infty} \frac{c(q,d)}{d},$$

we have

$$\frac{1}{2} \leq \lambda(q) \leq \frac{q - 1}{q},$$  

(4)

where the upper bound is due to primitive BCH codes. Note that $\lambda(q)$ determines the behavior of codes in the high-rate regime, since we first let $n$ go to infinity (in (1)), and only then does $d$ go to infinity.

The main contribution of this paper is an improvement on the upper bound in (4) for $q = 4, 8$. Given any finite field $F = \text{GF}(q)$, where $q = r^h$ for some $h \geq 2$, and any $d \in \mathbb{Z}^+$, we present an explicit construction of an infinite sequence of codes of increasing lengths,

$$C(d; r, h) = \left( C(n_i, k_i; d; r, h) \right)_{i=1}^\infty,$$

with each $C(n_i, k_i; d; r, h)$ being a cyclic $[n_i, k_i; d]_q$ code over $F$, such that the limit

$$c_{\text{New}}(q,d) = \lim_{i \to \infty} \frac{n_i - k_i}{\log_q n_i}$$

satisfies

$$c_{\text{New}}(q,d) \leq \left[ \frac{r - 1}{r} \left[ \frac{r - 1}{q - 1} \left( d - 1 \right) \right] \right] \cdot h.$$  

(5)

This, in turn, implies the upper bound

$$\lambda(q) \leq \liminf_{d \to \infty} \frac{c_{\text{New}}(q,d)}{d} \leq \frac{(r - 1)2}{r^2} \cdot \frac{q}{q - 1} \cdot h.$$  

In particular, $\lambda(4) \leq 2/3$ (compared to the upper bound $3/4$ obtained from (4)) and $\lambda(8) \leq 6/7$ (compared to $7/8$). In fact, the improvement turns out to be not just asymptotic (in $d$): the inequality $c_{\text{New}}(q,d) < c_{\text{BCH}}(q,d)$ holds for every $d \geq 11$ when $q = 4$, and for every $d \geq 51$ when $q = 8$.

The codes $C = C(n_i, k_i; d; r, h)$ are designed so that when they are used as outer codes in a concatenated scheme with certain irreducible cyclic inner codes $I$ over $K = \text{GF}(r)$, the resulting concatenated code, $C \circ I$, is a cyclic code over $K$, for which the BCH bound guarantees a prescribed lower bound $D$ on the minimum distance. The parameter $D$ is selected so

\(^1\)Hereafter, by a primitive BCH code over GF($q$) we mean a BCH code of length $q^m - 1$ defined by the roots $1, \gamma, \gamma^2, \ldots, \gamma^{d-2}$, where $\gamma$ is a primitive element in GF($q^m$).

\(^2\)When $n \neq q^m - 1$, define the size to be, say, $1$.

\(^3\)As for improvements on the lower bound (2), it follows from a recent result in [5] that when the maximum size $A(q,n,d)$ in (1) is taken over linear codes over GF($q$), then the respective redundancy coefficient, $c_{\text{lin}}(q,d)$, is larger than 1 for every $q > 2$; in particular, if we replace $c(q,d)$ by $c_{\text{lin}}(q,d)$ in (2), then the inequality therein becomes strict when $d = 4$ and $q > 2$. 
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that the minimum distance of $C$ is guaranteed to be at least the
designed value $d$. This approach also yields an efficient
decoding algorithm for correcting up to $(d - 1)/2$ errors, as
well as a list-decoding algorithm up to the Johnson radius;
the decoding reduces to decoding the code $C + \mathcal{I}$, using known
decoding algorithms for BCH codes.

We recall that concatenation was used in [1] to construct
binary cyclic codes which are “not so bad,” especially in the
low-rate range: there, the resulting concatenated code was the
object of interest. In our case, however, it is the outer code that
we design and analyze and, so, the product lower bound on the
minimum distance of concatenated codes seemingly goes
“the wrong way,” in that $D$ implies an upper bound rather than a
lower bound on the minimum distance of $\mathcal{C}$. One of
our solutions to this problem is selecting the inner code $\mathcal{I}$ to
be an equidistant code.

II. CONSTRUCTION

A. Preliminaries

Let $q = r^h$ where $r$ is a power of a prime and $h \geq 2$. Fix $\ell$
to be an integer such that $\gcd(\ell, r) = 1$ and the multiplicative
order of $r$ in $\mathbb{Z}_r^*$ equals $h$ (e.g., $\ell = q - 1$ or $\ell = (q - 1)/(r - 1)$).

Let $n$ and $d$ be given positive integers such that $\gcd(n, \ell) = \gcd(n, q) = 1$ and $d < n$. Let $\Phi = GF(q^m)$ be the splitting
field of $x^n - 1$; i.e., $m$ is the smallest positive integer such that
$n | q^m - 1$. Note that since $\gcd(\ell, n) = 1$ and $\ell | q - 1$,
we also have that $\ell n | q^m - 1$; namely, $\Phi$ is also the splitting
field of $x^{\ell n} - 1$.

To simplify the notation in the sequel, we introduce the following function $f_\ell : \mathbb{Z} \to \mathbb{Z}$:

$$f_\ell(x) = \left\lceil \frac{r - 1}{r} \cdot x \right\rceil.$$

We construct cyclic $[n, k, d; \geq d]$ codes $C = C(n, k, d; r; h)$
over $F = GF(q)$ whose redundancy is bounded from above by

$$n - k \leq f_\ell \left( f_\ell \left( \frac{q}{q - 1} (d - 1) \right) \right) \cdot h \cdot m. \quad (6)$$

If we take $\ell = q - 1$ and $n = (q^m - 1)/\ell = (q^m - 1)/(q - 1)$,
then $\gcd(n, \ell) = 1$ whenever $\gcd(m, q - 1) = 1$ and, so, our
construction will yield codes for infinitely many values of $n$,
for any fixed $r, h$, and $d$; this, together with (6), implies (5).
When $d \equiv 1 \pmod{(q - 1)/(r - 1)}$, we can simplify (6) to

$$n - k \leq (d - 1)m \leq \frac{(r - 1)^2}{r^2} \cdot \frac{q}{q - 1} \cdot h. \quad (7)$$

We will show improvements on (6) in Proposition 4 and in
Section III below.

Example 1. Let $r = h = 2$ (i.e., $q = 4$), $\ell = 3$, and $n = (4^m - 1)/3$, where $3 \nmid m$. Under these conditions we have
$\gcd(n, \ell) = \gcd(n, q) = 1$. Substituting these values in (7)
and assuming that $d \equiv 1 \pmod{3}$, we obtain the following
upper bound on the redundancy $n - k$:

$$\frac{2}{3} (d - 1) \cdot m \leq \frac{2}{3} (d - 1) \log_4 (3n + 1). \quad (8)$$

In comparison, a primitive BCH code over $GF(4)$ with the
same designed minimum distance $d$ and with a shorter length
$n' = 4^{m-1} - 1 = 3(n - 1)/4$ has a redundancy of

$$1 + \left[ \frac{3}{4} (d - 2) \right] \log_4 (n' + 1) = 1 + \left[ \frac{3}{4} (d - 2) \right] \log_4 \left( \frac{3n + 1}{4} \right), \quad (9)$$

whenever $d - 2 \leq \sqrt{n' + 1}$ [7, §9.3] (furthermore, when $d$
is a power of 4, then $d$ is the true minimum distance of the
code [7, p. 260]). We conclude that in the high-rate range
where $d \leq \sqrt{3n/4}$, the ratio between the redundancies (8)
and (9) approaches $8/9$ as we let $d$ grow. This will be the case
also for general $d \in \mathbb{Z}^+$, using the more general bound (6).

For reals $y$ and $z$, denote by $[y, z]$ the integer set $\{i \in \mathbb{Z} : \ y \leq i < z\}$. We use the shorthand notation $[z]$ for $[0, z]$.

Let

$$D = \left\lfloor \frac{r - 1}{r} \cdot \frac{q}{q - 1} \cdot \ell (d - 1) \right\rfloor + 1, \quad (10)$$

and fix integers $b \in [2 - D, 1)$ and $w \in [\ell]$ such that
$\gcd(w, \ell) = 1$. For each $j \in [h]$, define the sets

$$S_j = \{s \in [b, b + D - 1) : s \equiv r^j w \bmod{\ell} \} \quad (11)$$

and

$$R_j = \{i \in [n] : r^i (w n + i) \equiv s \bmod{\ell n}, \quad \text{for some } s \in S_j \}. \quad (12)$$

Also, define the unions

$$S = \bigcup_{j \in [h]} S_j \quad \text{and} \quad R = \bigcup_{j \in [h]} R_j.$$

Note that the requirement $d < n$ implies that $D - 1 < \ell n$, and,
and, so, if $s, s' \in S$ satisfy $s \equiv s' \bmod{(\ell n)}$, then necessarily
$s = s'$. In addition, since $\gcd(r^j, \ell n) = 1$ then, by the Chinese
Remainder Theorem, for every $s \in S$ there is a unique pair
$(j, i) \in [h] \times [n]$ such that $r^j (w n + i) \equiv s \bmod{(\ell n)}$.

This, in turn, induces a bijection $s \mapsto i = i(s)$ from $S_j$ to $R_j$,
for every $j \in [h]$. The set $\{S_j \}_{j \in [h]}$ is a partition of $S$: each
subset $S_j$ consists of (an arithmetic progression of) elements
of $[h, b + D - 2]$ at length-$\ell$ intervals, with the first (smallest)

element differing for distinct $j \in [h]$.

The complement set $\mathcal{S} = [h, b + D - 1] \setminus S$ can be expressed
in the form

$$\mathcal{S} = \{s \in [b, b + D - 1) : s \equiv w n \bmod{\ell}, \quad \text{for some } e \in \mathcal{E} \},$$

where

$$\mathcal{E} = \{e \in [\ell] : e \not\equiv \ell^j \bmod{\ell}, \text{for all } j \in [h] \}. \quad (13)$$

B. Definition of the code

We define the code $C = C(n, k, d; r; h)$ by its set of roots
(in $\Phi$), which is given by the following union of conjugacy
classes (w.r.t. $F$):

$$\Omega = \bigcup_{i \in \mathcal{R}} C_{\alpha^i}, \quad (14)$$

where $\alpha$ is a primitive $n$th root of unity in $\Phi$ and $C_{\alpha^i} = \{\alpha^{i \ell^j} \}_{\ell}$. Thus, the definition of $C$ is a function of $\ell$, $\alpha$, $b$, and $w$ (as well as of $r, h, n$, and $d$).
Remark 1. Since the set of roots of \( C \) is closed under conjugacy w.r.t. \( F \), each set \( R_j \) can be replaced by
\[
q^t \cdot R_j = \{ i \in [n] : i = q^t \cdot i', \text{ for some } i' \in R_j \},
\]
for any integer \( t \).

An equivalent formulation of the sets \( R_j \), which expresses their elements somewhat more explicitly, is included in Appendix A. We also note that the sets \( R_j \) typically intersect. We will take that into account when we compute an upper bound on the redundancy, \( n-k \), of \( C \). Yet first we establish a lower bound on the minimum distance of \( C \).

C. Lower bound on the minimum distance

Our strategy for computing a lower bound on the minimum distance of a concatenated code obtained by using \( C \) as an outer code and a certain irreducible cyclic code \( \mathcal{I} \) as an inner code. (In fact, the set of roots of \( C \) was selected so as to match this strategy in the first place.)

For this analysis, we recall known properties of concatenations of cyclic codes, specializing (for the sake of avoiding the introduction of further notation) to the case where the outer code is \( C \).

Let \( \beta \) be a primitive \( \ell \)-th root of unity in \( \Phi = GF(q^n) \) and let \( \mathcal{I} \) be the irreducible cyclic \([\ell, h] \) code over \( K = GF(r) \) whose check polynomial equals the minimal polynomial, \( M_\beta(x) \), of \( \beta \) w.r.t. \( K \); by the conditions on \( \ell \) we indeed have that \( \deg M_\beta(x) = h \). Define the mapping \( \varphi : F \to K^\ell \) for every \( \delta \in F \) by
\[
\varphi(\delta) = \left( \text{Tr}(\delta) \, Tr(\delta\beta^{-1}) \, Tr(\delta\beta^{-2}) \ldots \, Tr(\delta\beta^{-(\ell-1)}) \right),
\]
where \( Tr(x) = Tr_{F/K}(x) \) stands for the trace polynomial \( x + x^r + x^{2r} + \ldots + x^{r^{n-1}} \). It is known that the set of images of \( \varphi \) is \( \mathcal{I} \) and that the mapping \( \varphi : F \to \mathcal{I} \) is in fact an isomorphism; see \( [7, \S 18.5] \).

We extend the mapping \( \varphi \) to words \( x = (x_j)_{j \in [n]} \) in \( F^n \) by
\[
\varphi(x) = (\varphi(x_0) \mid \varphi(x_1) \mid \ldots \mid \varphi(x_{n-1})) \quad (\in K^{\ell n}),
\]
and define \( C \ast \mathcal{I} \) to be the following concatenated code over \( K \):
\[
C \ast \mathcal{I} = \{ \varphi(c) : c \in C \}.
\]

Recollecting that \( \gcd(\ell, n) = 1 \), we have the following result.

Lemma 2 ([7, \S 18.5, Theorem 6]). Let \( \Omega \) be the set of roots of \( C \) (as in (14)). Then the set of roots of \( C \ast \mathcal{I} \) is given by the union of
\[
\bigcup_{j \in [h]} \{ (\beta \omega)^{r_j} : \omega \in \Omega \}\quad (17)
\]
and
\[
\bigcup_{e \in E} \{ \beta^e \alpha^i : i \in [n] \}\quad (18)
\]
(where \( E \) is defined in (13)).

Theorem 3. The minimum distance of \( C \) is at least \( d \).

Proof. Let \( \gamma \) be a primitive \( (\ell n) \)-th root of unity in \( \Phi \) such that \( \alpha = \gamma^t \), and let \( \beta = \gamma^{wn} \) (which is a primitive \( \ell \)-th root of unity in \( \Phi \)). Consider the concatenated code \( C \ast \mathcal{I} \), where \( \mathcal{I} \) is the irreducible cyclic \([\ell, h] \) code over \( K \) whose check polynomial is \( M_\beta(x) \). By Lemma 2 we get that the set of roots of \( C \ast \mathcal{I} \) (in \( \Phi \)') includes both
\[
\bigcup_{j \in [h]} \{ (\beta \omega)^{r_j} : \omega \in \Omega \}
\]
and
\[
\bigcup_{e \in E} \{ \beta^e \alpha^i : i \in [n] \}
\]
(18)
and
\[
\bigcup_{e \in E} \{ \beta^e \alpha^i : i \in [n] \} = \bigcup_{e \in E} \{ \gamma^{e \cdot wn+it} : i \in [n] \}
\]
(19)
and
\[
(\Phi \setminus \mathcal{I}) = \{ \gamma^s : s \in [b, b+D-1] \}
\]
It follows that the elements in \( \{ \gamma^s : s \in [b, b+D-1] \} \) are all roots of \( C \ast \mathcal{I} \), thereby implying by the BCH bound that the minimum distance of \( C \ast \mathcal{I} \) is at least \( D \).

It remains to show that this implies that the minimum distance of \( C \) is at least \( d \). Assume to the contrary, and let \( c \) be a nonzero codeword in \( C \) of Hamming weight \( (over F) \) \( w_F(c) \leq d-1 \). Consider the \( q-1 \) codewords \( \varphi(\mu \cdot c) \) of \( C \ast \mathcal{I} \), where \( \mu \) ranges over the elements of \( F^* \). Their average weight \( (over K) \) equals
\[
\frac{r^{h-1} \cdot (r-1)}{r^h-1} \cdot \mathcal{E} \cdot w_F(c) < \left[ \frac{r-1}{r} \cdot \frac{q}{q-1} \cdot \ell \cdot (d-1) \right] + 1 = D,
\]
where the multiplier of \( w_F(c) \) in the left-hand side of (19) is the average weight (over \( K \)) of the nonzero codewords of \( \mathcal{I} \) (being a linear \([\ell, h] \) code over \( K \) with no all-zero coordinate). The inequality in (19) implies the sought contradiction. □

Remark 2. The averaging argument in the last proof becomes vacuous in case \( \mathcal{I} \) is taken as an equidistant code: here, the left-hand side of (19) equals the weight average (over \( K \)) of the nonzero codewords of \( \mathcal{I} \) (being a linear \([\ell, h] \) code over \( K \) with no all-zero coordinate). The inequality in (19) implies the sought contradiction. □

In the proof of the lower bound \( D \) on the minimum distance of \( C \ast \mathcal{I} \) both subsets—(17) and (18)—of the set of roots of \( C \ast \mathcal{I} \) contribute to the set, \( \{ \gamma^s : s \in [b, b+D-1] \} \), of \( D-1 \) consecutive powers of \( \gamma \). Specifically, partitioning \([b, b+D-1] \) into \( \ell \) disjoint arithmetic progressions, each consisting of integers at length-\( \ell \) intervals, the contribution of (17) corresponds to \( h \) of these arithmetic progressions.
sometimes achieved by the construction of (18) comes “free,” without adding to the redundancy and, so, where

\[ H \text{ hence, if } j\geq C \quad \text{and, writing } J = [b, b+D-1) = [-10, 10), \text{ from the definition of } S_j \text{ in (11) we obtain:} \]

\[ S_0 = \{ s \in J : s \equiv 2 \pmod{3} \} = \{-7, -4, -1, 2, 5, 8\}, \]

\[ S_1 = \{ s \in J : s \equiv 1 \pmod{3} \} = \{-8, -5, -2, 1, 4, 7\}. \]

Pruning all the even numbers, we get the following sets \( S_j^* \), with the corresponding sets \( R_j^* \) (see (20)–(21)):

\[ S_0^* = \{-7, -1, 5\}, \quad S_1^* = \{-5, 1, 7\}, \]

\[ R_0^* = \{225, 227, 229\}, \quad R_1^* = \{56, 57, 58\}. \]

The root set of \( C \) consists of the union of the conjugacy classes \( C_\alpha \), where \( \alpha \) is a primitive 341st root of unity in \( \Phi = GF(4) \) and \( i \) ranges over the set

\[ R^* = R_0^* \cup R_1^* = \{56, 57, 58, 225, 227, 229\}. \]

The six elements in \( R^* \) belong to distinct conjugacy classes, each of size 5. Hence, \( n-k = 30 \).

The following proposition presents improved upper bounds on the size of \( S^* \), for the case where \( \ell \) is a prime. (See Appendix B for a proof.)

**Proposition 4.** When \( \ell \) is a prime, there is a choice for \( w \in [1, \ell) \) such that

\[ |S^*| \leq \frac{h}{\ell-1} \left( t_r (-b) - t_r \left( \left\lfloor \frac{b}{\ell} \right\rfloor \right) \right) + t_r (b+D-2) - t_r \left( \left\lfloor \frac{b+D-2}{\ell} \right\rfloor \right) \cdot \ell. \tag{24} \]

In particular,

\[ |S^*| \leq \frac{r-1}{r\ell} \cdot D \cdot h. \tag{25} \]

Furthermore, when \(-b \equiv D-2 \equiv -1 \pmod{\ell} \) and \(-b/\ell \equiv (D-2)/\ell \equiv -1 \pmod{r} \), then, for that \( w \),

\[ |S^*| \leq \frac{r-1}{r} \cdot \frac{D-1}{\ell} \cdot h. \tag{26} \]

For the case where \( d \equiv 1 \pmod{(q-1)/(r-1)} \), the bound (26) coincides with (7).

**Remark 3.** Two values \( w \) and \( w' \) yield the same set \( S^* \) if they belong to the same cyclotomic coset modulo \( \ell \) w.r.t. \( K = GF(r) \), namely, if \( w' \equiv r^j w \pmod{\ell} \), for some \( j \in [h]. \)

**III. Fine Tuning for \( GF(4) \) and \( GF(8) \)**

We present two constructions over \( GF(4) \) (with \( r = h = 2 \)).

**Construction A.** We take \( n = (4^m - 1)/3 \), where \( 3 \nmid m \). Under these conditions we have \( \gcd(n, 3) = 1 \), allowing us to take \( \ell = 3 \). The value of \( D \) is determined by (10) to be

\[ D = 2d - 1 \]
and, from (22) we get

\( n - k \leq |S^*| \cdot m \leq |S^*| \log_4(3n + 1) \),

where, by (25),

\[
|S^*| \leq \left[ \frac{2d - 1}{3} \right] = \frac{2d - 3 + v}{3} ,
\]

(27) with \( v \) being the remainder of \( d \) modulo 3. (Comparing to Example 1, we obtained there the same upper bound on \( n - k \) for \( d = 1 \pmod{3} \), yet (6) yields a weaker bound when \( d \neq 1 \pmod{3} \).)

In Appendix C, we show that when \( d = 2 \pmod{3} \), the bound (27) can be improved to

\[
|S^*| \leq \frac{2d - 4}{3} ,
\]

(28) if we use (24) and select \( b = 2 \) or 3 (mod 6).

An instance of this construction, for \( n = 341 \) and \( d = 11 \), was shown earlier in Example 2. Since there is only one cyclotomic coset modulo 3 w.r.t. GF(2), the construction does not depend on the choice of \( w \): changing \( w \) from 1 to 2 will merely switch the roles of \( S^*_0 \) and \( S^*_1 \) (see Remark 3).

**Construction B.** We take \( n = (2^m + 1)/3 \), where \( m \equiv 1 \) or 5 (mod 6) (namely, \( m \) is neither even nor a multiple of 3). Under these conditions, \( n \) is an integer such that \( \gcd(n, 3) = 1 \) and, so, we take \( \ell = 3 \). The value of \( D \) is, again, taken by (10) to be \( D = 2d - 1 \), and we select \( b = -d + 1 \). Thus, the set of roots of \( C * I \) contains the set \( \{ \gamma^s : s \in [-d + 1, d - 1] \} \), where \( \gamma \) is a \((2^m + 1)/3\)st root of unity in GF\((2^m)\). Yet \( \gamma^s \) and \( \gamma^{-s} \) are conjugate w.r.t. GF(2); therefore, when designing \( C \), we can replace the interval \([b, b + D - 1]\) in (11) by \([0, d]\). Consequently, substituting \( b = 0 \) and \( D = d + 1 \) in (25) yields:

\[
n - k \leq |S^*| \cdot m \leq 2|S^*| \log_4(3n - 1) ,
\]

where

\[
2|S^*| \leq 2 \left[ \frac{d + 1}{3} \right] = \begin{cases} (2d - 2v)/3 & \text{if } v = 0, 1 \\ (2d - 2v + 3)/3 & \text{if } v = 2 \end{cases} ,
\]

(29) with \( v \) being the remainder of \( d \) modulo 3.

In Appendix C, we show that when \( d \equiv 5 \pmod{6} \), the bound (29) can be improved to

\[
2|S^*| \leq \frac{2d - 4}{3} .
\]

(30)

**Remark 4.** In their 1978 paper [4], Dumer and Zinoviev presented two constructions of cyclic codes of minimum distance \( d = 5 \) over GF(4), which are optimal w.r.t. the linear-code version of the sphere-packing bound. These constructions are, in fact, special cases of Constructions A and B.

**Remark 5.** In the above constructions, \( D = 2d - 1 \) is odd, so either \( b \) or \( b + D - 1 \) must be even. This means that we would end up with the same constructions if the sets \( S_j \) were defined in (11) with \([b, b + D - 1]\) replaced by \([b', b' + D' - 1]\), where \( D' = D + 1 = 2d \) and either \( b' = b \) (if \( b \) is even) or \( b' = b - 1 \) (otherwise).

In Table I, we list for several values of \( d \) the upper bound on \( c(4, d) \) given by (3) and the respective bounds, \( c_A(4, d) \) and \( c_B(4, d) \), obtained by Constructions A and B (Eqs. (27)–(30); numbers in italics correspond to the improved bounds (28) and (30)). Clearly, all these bounds are integers, and it can be readily verified analytically that \( c_A(4, d) \) is strictly smaller than \( c_{\text{BCH}}(4, d) \) for every \( d \geq 11 \). While \( c_B(4, d) \) is larger than \( c_{\text{BCH}}(4, d) \) for some values of \( d \) (and is never smaller than \( c_A(4, d) \) for any \( d \)), it becomes strictly smaller than \( c_{\text{BCH}}(4, d) \) for every \( d \geq 27 \).

<table>
<thead>
<tr>
<th>( d )</th>
<th>( c_{\text{BCH}}(4, d) )</th>
<th>( c_A(4, d) )</th>
<th>( c_B(4, d) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>9</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>11</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>12</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>18</td>
<td>12</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>19</td>
<td>13</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>20</td>
<td>14</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>22</td>
<td>15</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>23</td>
<td>16</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>17</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>25</td>
<td>18</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>26</td>
<td>18</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>27</td>
<td>19</td>
<td>17</td>
<td>18</td>
</tr>
</tbody>
</table>

We turn now to a construction over GF(8) (with \( r = 2 \) and \( h = 3 \)).

**Construction C.** We take \( n = (8^m - 1)/7 \), where \( 7 \nmid m \), in which case \( \gcd(n, 7) = 1 \), so we can take \( \ell = 7 \). The value of \( D \) is determined by (10) to be

\[
D = 4d - 3
\]

and, by (22) and (25) we get

\[
n - k \leq |S^*| \cdot m \leq |S^*| \log_8(7n + 1) ,
\]

where

\[
|S^*| \leq \left[ \frac{6d - 5}{7} \right] = \begin{cases} (6d - 7 + v)/7 & \text{if } v = 0, 2 \\ (6d - 14 + v)/7 & \text{otherwise} \end{cases} ,
\]

(31) with \( v \) being the remainder of \( d \) modulo 7.

We show in Appendix C that when \( d \equiv 2 \pmod{7} \), the bound (31) can be improved to

\[
|S^*| \leq \frac{6d - 12}{7} .
\]

(32)
Remark 6. If we select $b = -5$, Construction C would be unaffected if the sets $S_j$ were defined in (11) with the interval $[b, b+D-1]$ replaced by $[b', b'+D'-1]$, where $b' = -8$ and $D' = D + 3 = 4d$. This is because the three added values, $-8, -7$, and $-6$, would not be in $S^*$. 

Example 3. We apply Construction C with $n = (8^4 - 1)/7 = 585$, $d = 9$, $\ell = 7$, $b = -8$, and $w = 6$. By (10) we get $D = 33$ and, letting $J = [b, b+D-1] = [-8, 24]$, we obtain from (11):

$S_0 = \{ s \in J : s \equiv 3 \pmod{7} \} = \{-4, 3, 10, 17\}$, $S_1 = \{ s \in J : s \equiv 6 \pmod{7} \} = \{-1, 6, 13, 20\}$, $S_2 = \{ s \in J : s \equiv 5 \pmod{7} \} = \{-2, 5, 12, 19\}$.

Pruning all the even numbers yields the following sets $S^*_j$ and the respective sets $R^*_j$:

$S^*_0 = \{3, 17\}$, $S^*_1 = \{-1, 13\}$, $S^*_2 = \{5, 19\}$, $R^*_0 = \{84, 86\}$, $R^*_1 = \{376, 377\}$, $R^*_2 = \{230, 523\}$.

and the set $S^*$ is given by

$S^* = S^*_0 \cup S^*_1 \cup S^*_2 = \{-1, 3, 5, 13, 17, 19\}$.

The root set of $C$ consists of the union of the conjugacy classes $C_{\alpha_i}$, where $\alpha$ is a primitive 585th root of unity in $\Phi = GF(8^4)$ and $i$ ranges over the set

$R^* = R^*_0 \cup R^*_1 \cup R^*_2 = \{84, 86, 230, 376, 377, 523\}$.

The elements in $R^*$ belong to distinct conjugacy classes, each of size 4. Hence, $n - k = 24$. 

It can be verified analytically that the upper bound on $c(8, d)$ given by (31)–(32) is never larger than the upper bound given by (3), and is strictly smaller than the latter for every $d \geq 51$.

IV. Decoding

We describe a decoding method for the code $C$ (over $F = GF(q)$, where $q = r^h$) as defined in Section II-B, assuming that $\ell$ is such that there exists an irreducible cyclic $[\ell, h]$ code $I$ over $K = GF(r)$ which is equidistant (and, so, its minimum distance $\Delta = (q(r - 1)/r)/(q - 1) - \ell$). E.g., for $\ell = q - 1$, that code is the simplex code over $K$. Note that in all the constructions of Section III we had $\ell = q - 1$.

Let $\varphi$ be the mapping defined in (15)–(16), and let the received word be $y = c + e$, where $c \in C$ and $e$ is the error word. Then

$\varphi(y) = \varphi(c) + \varphi(e)$,

where $\varphi(c) \in C \ast I$ and $w_K(\varphi(e)) = \Delta \cdot w_F(e)$. Namely, the mapping $\varphi(\cdot)$ inflates the number of errors in $e$ by a factor of $\Delta$. From (10) we have $D - 1 = \Delta(d - 1)$ and, so, we can obtain a bounded-distance decoder $D : F^n \rightarrow C$ that corrects up to $(d - 1)/2$ errors from any bounded-distance decoder $D : K^{\ell n} \rightarrow C \ast I$ (that corrects up to $(D - 1)/2 = \Delta(d - 1)/2$ errors) by

$D(y) = \varphi^{-1}\left(\tilde{D}(\varphi(y))\right)$. (33)

And since $C \ast I$ is a subcode of a BCH code with designed minimum distance $D$, the decoder $D$ can be efficiently implemented. In fact, we can obtain a fairly efficient decoder for $C$ (with a slow-down by a factor of $q - 1$) also when $I$ is not equidistant: we compute $c_{\mu} = \mu^{-1} \cdot \varphi^{-1}\left(\tilde{D}(\varphi(y) - c_{\mu})\right)$ for $\mu \in F^*$ until we reach a $\mu$ for which $w_F(y - c_{\mu}) \leq (d - 1)/2$.

The scheme (33) generalizes to the case where $D$ and $\tilde{D}$ are list decoders for the respective codes (and where the definition of $\varphi(\cdot)$ is extended to sets in the obvious manner). Specifically, $D$ is a list-$L$ decoder for $C$ with decoding radius $\tau$, whenever $\tilde{D}$ is a list-$L$ decoder for $C \ast I$ with decoding radius (at least) $\Delta \cdot \tau$. There are known efficient list decoding algorithms for $C \ast I$ that reach the Johnson decoding radius [6], i.e., the decoding radius can be any positive integer $\tilde{\tau}$ that satisfies

$\frac{L + 1}{L} \left(2\tilde{\tau} - \frac{r - 1}{r} \cdot \frac{\tau^2}{\ell n}\right) < D$.

Substituting $\tilde{\tau} = \Delta \cdot \tau$ in the latter equation and recalling the definition of $\Delta$, we obtain

$\frac{L + 1}{L} \left(2\tilde{\tau} - \frac{q - 1}{q - 1} \cdot \frac{\tau^2}{n}\right) < D$.

Hence, if $D = \Delta \cdot d$, then the scheme (33) defines, in effect, a list decoder for $C$ that attains the Johnson radius (when stated for the alphabet size $q$ of $C$). Now, while in (10) we set $D$ to the (smaller) value $\Delta(d - 1) + 1$, for all the constructions over $GF(4)$ and $GF(8)$ that were presented in Section III, we could replace (10) by the equality $D = \Delta \cdot d$, without affecting the constructions3 (see Remarks 5 and 6).

APPENDIX A

EQUIVALENT CHARACTERIZATION OF THE SET OF ROOTS

We present here an equivalent formulation of the sets $R_j$, as defined in (12), which expresses their elements somewhat more explicitly. For each $j \in [h]$, let $u_j \in Z$ and $v_j \in [\ell]$ be (uniquely) defined by

$r^j u_j - b = u_j \ell + v_j$.

We then have:

$R_j = \{ i \in [n] : r^j i \ell \equiv (\sigma - u_j \ell - v_j) \pmod{\ell n})$, for some $\sigma \in [D - 1]\}$

$= \{ i \in [n] : r^j i \ell \equiv (\tau - u_j \ell) \pmod{\ell n})$, for some $\tau \in [(D - 1 - v_j)/\ell]\}$,

namely,

$R_j = \{ i \in [n] : i \equiv (r^j)^{-1} \vartheta \pmod{n})$, for some $\vartheta \in [-u_j, (D - 1 - v_j)/\ell - u_j]\}$,

where $(r^j)^{-1}$ stands for the inverse of $r^j$ in $Z_n$. By Remark 1, the inverse $(r^j)^{-1}$ can be replaced by $r^{h-j}$.

APPENDIX B

PROOF OF PROPOSITION 4

For $j \in [h]$ and $x \in N$, let $T_j(x, w)$ be obtained by substituting $b \leftarrow 0$ and $D \leftarrow x + 2$ in (11), namely,

$T_j(x, w) = \{ s \in [x + 1] : s \equiv r^j u_j \pmod{\ell n}) \}$.

3Clearly, the true minimum distance of $C \ast I$ is at least $\Delta \cdot d$. Yet, to claim efficiency of the decoding algorithm, we need to consider the designed minimum distance of $C \ast I$. 


Also, let
\[ \mathcal{T}(x, w) = \bigcup_{j \in [h]} \mathcal{T}_j(x, w) \]
and
\[ \mathcal{T}^*(x, w) = \{ s \in \mathcal{T}(x, w) : r \not| s \} . \]

**Lemma 5.** When \( \ell \) is a prime, for every \( x \in \mathbb{N} \) there is an element \( w^* = w^*(x) \) in \([1, \ell)\) such that
\[ |\mathcal{T}^*(x, w^*)| \leq \frac{h}{\ell - 1} \left( f_r(x) - f_r \left( \left\lfloor \frac{x}{\ell} \right\rfloor \right) \right) . \]

**Proof.** We start by computing the expected value of the size of \( \mathcal{T}_j(x, w) \), when \( w \) is regarded as a random variable uniformly distributed over \([1, \ell)\).

Write \( x = \ell \cdot a + z \), where \( a \in \mathbb{Z} \) and \( z \in [\ell) \). For every given \( j \in [h] \),
\[ E_w[|\mathcal{T}_j(x, w)|] = \frac{z}{\ell - 1} \left( a + 1 \right) + \frac{\ell - 1 - z}{\ell - 1} \cdot a = a + \frac{z}{\ell - 1} . \]

Therefore,
\[ E_w[|\mathcal{T}(x, w)|] = \sum_{j \in [h]} E_w[|\mathcal{T}_j(x, w)|] = h \cdot \left( a + \frac{z}{\ell - 1} \right) . \]

Next, consider the set
\[ \mathcal{L}(x) = \{ s \in [x + 1) : r \not| s \text{ and } s \not| x \} , \]
which is of size
\[ |\mathcal{L}(x)| = \left\lfloor \frac{x}{r} \right\rfloor - \left\lfloor \frac{x}{\ell \cdot a} \right\rfloor = \left\lfloor \frac{\ell \cdot a + z}{r} \right\rfloor - \left\lfloor \frac{a}{r} \right\rfloor . \]

For every given \( j \in [h] \) and \( s \in \mathcal{L}(x) \) we have
\[ \Pr_w\{s \in \mathcal{T}_j(x, w)\} = \frac{1}{\ell - 1} \]
and, so,
\[ E_w[|\mathcal{T}(x, w) \cap \mathcal{L}(x)|] = \sum_{j \in [h]} \sum_{s \in \mathcal{L}(x)} \Pr_w\{s \in \mathcal{T}_j(x, w)\} = \frac{h}{\ell - 1} \cdot |\mathcal{L}(x)| . \]

Combining (34)–(36) we obtain
\[ E_w[|\mathcal{T}^*(x, w)|] \leq h \cdot \left( a + \frac{z}{\ell - 1} \right) - \frac{h}{\ell - 1} \left( \left\lfloor \frac{\ell \cdot a + z}{r} \right\rfloor - \left\lfloor \frac{a}{r} \right\rfloor \right) . \]

Therefore, there is a choice \( w^* \in [1, \ell) \) such that the respective set \( \mathcal{T}^*(x, w^*) \) satisfies
\[ |\mathcal{T}^*(x, w^*)| \leq h \cdot \left( a + \frac{z}{\ell - 1} \right) - \frac{h}{\ell - 1} \left( \left\lfloor \frac{\ell \cdot a + z}{r} \right\rfloor - \left\lfloor \frac{a}{r} \right\rfloor \right) \]

as claimed. \( \square \)

**Lemma 6.** When \( \ell \) is a prime, for every \( x \in \mathbb{N} \) there is an element \( w^* = w^*(x) \) in \([1, \ell) \) such that
\[ |\mathcal{T}^*(x, w^*)| \leq \frac{r - 1}{r \ell} \cdot (x + 2) \cdot h . \]

Furthermore, when \( x \equiv -1 (\text{mod } \ell) \) and \( [x/\ell] \equiv -1 (\text{mod } r) \), then
\[ |\mathcal{T}^*(x, w^*)| \leq \frac{r - 1}{r \ell} \cdot (x + 1) \cdot h . \]

**Proof.** By (37), in order to prove (38), it suffices to show that
\[ a + \frac{z}{\ell - 1} - \frac{1}{\ell - 1} \left( \left\lfloor \frac{\ell \cdot a + z}{r} \right\rfloor - \left\lfloor \frac{a}{r} \right\rfloor \right) \leq \frac{(r - 1)(\ell \cdot a + z + 2)}{r \ell} . \]

Equivalently,
\[ \frac{(\ell - 1) \cdot a + \frac{a}{r}}{r} \leq \frac{\left\lfloor \frac{\ell \cdot a + z}{r} \right\rfloor + 2 - \frac{(r + \ell - 1)(z + 2)}{r \ell}}{r} . \]

To establish (40), we assume first that \( z \leq \ell - 2 \). Since
\[ \left\lfloor \frac{\ell \cdot a + z}{r} \right\rfloor \geq \frac{\ell \cdot a + z}{r} - \frac{r - 1}{r} , \]
we get that (40) is implied by
\[ \frac{(\ell - 1) \cdot a + \frac{a}{r}}{r} \leq \frac{\ell \cdot a + z - \frac{r - 1}{r} + 2 - \frac{(r + \ell - 1)(z + 2)}{r \ell}}{r} . \]

The terms in (41) that depend on \( a \) cancel out, which allows to easily verify that (41) holds whenever \( z \leq \ell - 2 \).

We assume now that \( z = \ell - 1 \), in which case (40) reduces to
\[ \frac{(\ell - 1) \cdot a + \frac{a}{r}}{r} \leq \frac{\ell \cdot a + \ell - 1}{r} + 2 - \frac{(r + \ell - 1)(\ell + 1)}{r \ell} . \]

Next, we substitute \( a = ur + v \), where \( u \in \mathbb{Z} \) and \( v \in [r) \). The terms that depend on \( u \) cancel out and we are left with
\[ \frac{(\ell - 1) \cdot v + \frac{v}{r}}{r} \leq \frac{\ell \cdot v + \ell - 1}{r} + 2 - \frac{(r + \ell - 1)(\ell + 1)}{r \ell} . \]
Obviously, \( \lfloor v/r \rfloor = 0 \). Multiplying by \( r \) and then adding \( v + \ell - 1 \) to both sides yield
\[
\ell \cdot v + \ell - 1 \leq r \cdot \left( \frac{\ell \cdot v + \ell - 1}{r} \right) + 2r - \frac{(r + \ell - 1)(\ell + 1)}{\ell} + v + \ell - 1,
\]
which simplifies to
\[
\left( \ell \cdot (v+1) - 1 \right) - r \cdot \left[ \frac{\ell \cdot (v+1) - 1}{r} \right] \leq \frac{\ell - 1}{\ell} \cdot (r - 1) + v. \tag{42}
\]
The left-hand side of (42) is the remainder of \( \ell \cdot (v+1) - 1 \) when divided by \( r \) and, as such, it is at most \( r - 1 \). Suppose first that this remainder equals \( r - 1 \). This means that
\[
\ell \cdot (v+1) - 1 \equiv r - 1 \pmod{r},
\]
namely, \( r \) divides \( \ell \cdot (v+1) \). Yet this is possible if and only if \( v = r - 1 \), in which case (42) clearly holds. In fact, substituting \( z = \ell - 1 \) and \( a = ur + r - 1 \) in (37) yields \((u + 1)(r - 1) \cdot h\), which, in turn, equals \(( (r - 1)(x + 1)/(r\ell) ) \cdot h\), thereby proving (39). Assuming now that the remainder on the left-hand side of (42) is at most \( r - 2 \), we get that (42) holds if either
\[
r - 2 \leq \frac{\ell - 1}{\ell} \cdot (r - 1) + v \tag{43}
\]
or
\[
\ell \cdot (v+1) - 1 \leq \frac{\ell - 1}{\ell} \cdot (r - 1) + v. \tag{44}
\]
And, indeed, (43) is satisfied when \( v + 1 \geq (r - 1)/\ell \), and (44) is satisfied when \( v + 1 \leq (r - 1)/\ell \).

\[\Box\]

**Proof of Proposition 4.** We have
\[
|S^*| = |S^* \cap \mathbb{Z}^-| + |S^* \cap \mathbb{Z}^+| = |T^*(-b)| + |T^*(b+D-2)|.
\]
The sought bounds then follow from Lemmas 5 and 6. \[\Box\]

**APPENDIX C**

**FURTHER IMPROVEMENTS FOR GF(4) AND GF(8)**

We start by providing an improved upper bound on the redundancy of Construction A in Section III, for the case where \( d \equiv 2 \pmod{3} \). Specifically, we show that in this case, the upper bound (27) can be improved to (28), if we use (24) and select \( b \equiv 2 \) or \( 3 \pmod{6} \).

Write \( d = 3u + 2 \) and \( b = z - 6y \), where \( u, y \in \mathbb{Z}^+ \) and \( z \in \{2, 3\} \). Here \( b+D-2 = 6u-6y+z+1 \), and, so, by (24):
\[
|S^*| \leq f_2(6y-z) - f_2\left(\frac{6y-z}{3}\right) + f_2(6u-6y+z+1) - f_2\left(\frac{6u-6y+z+1}{3}\right) = (3u-1) - y + (3u-3y+2) - (u+y+1) = 2u = \frac{2d-4}{3}.
\]
The elements of \( S^* \) in this case are the integers in the interval \([z-6y, 6u-6y+z+2]\) that are neither even nor multiples of 3. This means that the first (smallest) element in \( S^* \) is \( 5-6y \) and the last element is \( 6u-6y+1 \).

Turning to Construction B in Section III, we next show that for \( d \equiv 5 \pmod{6} \), the upper bound (29) can be improved to (30). Writing \( d = 6u + 5 \) and substituting \( b \leftarrow 0 \) and \( D \leftarrow d + 1 = 6u + 6 \) in (24), we get:
\[
|S^*| \leq f_2(6u+4) - f_2\left(\frac{6u+4}{3}\right) = (3u+2) - (u+1) = 2u + 1 = \frac{d-2}{3}.
\]

Finally we turn to Construction C and show that when \( d \equiv 2 \pmod{7} \), the bound (31) can be improved to (32), by selecting \( b \) so that its remainder modulo 14 is in \([4, 8]\).

Write \( d = 7u + 2 \) and \( b = z - 14y \), where \( u, y \in \mathbb{Z}^+ \) and \( z \in \{4, 8\} \). Here \( b+D-2 = 28u - 14y + z + 3 \), and, so, by (24):
\[
|S^*| \leq \frac{3}{6} f_2(14y-z) - f_2\left(\frac{14y-z}{7}\right) + f_2(28u-14y+z+3) - f_2\left(\frac{28u-14y+z+3}{7}\right) = \frac{1}{2} \left( (7y - \lfloor z/2 \rfloor) - y \right) + (14u-7y\lfloor (z+3)/2 \rfloor) - (2u-y+1) = 6u + 1 = \frac{6d-12}{7} + \frac{1}{2},
\]
i.e., there exists a choice \( w \in \{1, 7\} \) such that
\[
|S^*| \leq \frac{6d-12}{7}. \tag{45}
\]
There are two cyclotomic cosets modulo 7 w.r.t. GF(2), namely, \([1, 2, 4]\) and \([3, 5, 6]\), and it remains to determine which one we need to select \( w \) from so as to achieve (45) (see Remark 3). In other words, we need to find \( w \) which minimizes
\[
|\{\text{odd } s \in [b, b+D-1] : s \equiv 2^j w \pmod{mod 7}, \text{ for some } j \in [3]\}|.
\]
Recalling that \( D - 1 = 4d - 4 = 28u + 4 \equiv 4 \pmod{14} \), this is equivalent to minimizing
\[
|\{\text{odd } s \in [z-14, z+4] : s \equiv 2^j w \pmod{7}, \text{ for some } j \in [3]\}|.
\]
A simple check reveals that when \( z \in \{4, 5\} \), we should select \( w \) so that the remainder of \( wn \) modulo 7 is in \([1, 2, 4]\), and when \( z \in \{6, 7\} \), that remainder should be in \([3, 5, 6]\). As a matter of fact, such a check shows that (45) can be achieved for the larger range \( z \in [2, 9] \) (the averaging argument in the proof of Lemma 5 renders (24) too crude to imply that). Moreover, for \( z \in \{2, 6\} \), the construction would remain the same even when the interval \([b, b+D'-1]\) in (11) were replaced by \([b, b+D'-1]\), where \( D' = D + 3 = 4d \).
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